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Introduction
[bookmark: _Hlk510705081]RAN#95 approved a New SID “Study on XR Enhancements for NR” [1] with the following objectives:
	4.1	Objective of SI or Core part WI or Testing part WI
The study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166). 
Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.
Objectives on XR-specific Power Saving (RAN1, RAN2):
· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:
· C-DRX enhancement.
· PDCCH monitoring enhancement.
Objectives on XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements;
· Dynamic scheduling/grant enhancements. 



In this contribution we present our views on power saving enhancements for C-DRX and PDCCH monitoring adaptation schemes to better support XR services.
C-DRX enhancements
In RAN1#109e enhancements to C-DRX were discussed and following agreement was made:
	Agreement
For power saving study of Rel-18 XR SI, CDRX enhancements to evaluate in this study item are to be selected from the following:
· High priority Issue 1-1: Alignment between CDRX and XR traffic for resolving the mismatch between CDRX cycle and XR traffic periodicity for each flow
· High priority Issue 1-2: C-DRX enhancements to handle jitter
· Medium priority Issue 1-3: CDRX enhancements for multiple XR traffic flows [Note 2]
· Low priority Issue 1-4: CDRX enhancements to adjust to variable burst sizes and frame rate
· Note: Some companies think the adjustment for variable burst sizes can be realized by existing spec already
· Low priority Issue 1-5: low latency handling 
· Low priority Issue 1-6: SFN wraparound mismatch (if handled in RAN1)
FFS: how the solutions or the combination of the solutions can handle all the identified issues.
Note 1: Other considerations are not precluded
Note 2: It can also be adopted for addressing issue 1-1
Note 3: Companies are encouraged to clarify or provide more details of the proposed solutions, for addressing concerns from the group.
Additional details can be found in R1-2205411.



In RAN1#110 enhancements to C-DRX were discussed and following agreement and conclusions were made:

	Agreement
RAN1 recommends identifying a solution for enhancement of CDRX to align with XR traffic periodicity

Conclusion
RAN1 does not assume dynamic switch of different XR video data rates or frame rates for Rel-18 XR power saving study before further input is provided by SA.

For future meetings
Companies are encouraged to account the enhancement of CDRX to align with XR traffic periodicity in their further evaluations for XR power saving enhancements.

Conclusion: 
•	Companies are requested to use the Excel sheet attached with TR 38.838 in RP-213652 for recording the simulation results that are provided in their contributions.



In this section we focus on high priority issue 1-1 (Section 2.1.1) and high priority issue 1-2 (mainly Section 2.1.2, but also 2.1.1).

Enhacements to solve misalignment of XR traffic and DRX cycle  
The main source of misalignment between the DRX cycle and XR traffic has been identified by RAN1 in the non-integer periodicity and jitter of the XR traffic [1]. Non integer periodicity of XR traffic is due to the video encoding procedures of visual content. The video encoding process captures pictures and generates video frames with typical frequency of 30, 60, 90, or 120 fps (frames per seconds) corresponding to a period between two consecutive frames of 33.34, 16.67, 11.11, or 8.34ms, respectively. In contrast, with current CDRX scheme, Long and Short DRX Cycles can only be configured with an integer period, thus resulting in a mismatch between the expected XR packet arrivals and the CDRX cycle. This mismatch results in a drift that accumulate over time, hence causing the window of expected XR packets to drift away from On Duration of the DRX cycle.
According to [1], let us assume the typical frame rate of an XR application is equal to 60 fps, which corresponds to an average interarrival time (or periodicity) of video frames equal to 16.67 ms, and assume that DRX Long Cycle is equal to 16ms. Assuming perfect alignment of the DRX cycle with the first expected XR packet arrival, after just 2 DRX cycles the XR packet arrival time and the DRX cycle get desynchronized by 1ms, as illustrated in Figure 1. 
The problem is illustrated in Figure 1, where according to [2] we assume that the XR frame rate is equal to 60 fps, which corresponds to an average interarrival time (or periodicity) of video frames equal to 16.67 ms. We further assume that the network has configured the DRX cycle with parameters drx-LongCycle=16 and drx-onDurationTimer=5. This means that every 16ms the UE monitors PDCCH for at least 5ms. We also assume perfect alignment between the DRX cycle and the first XR packet arrival. As illustrated in the Figure 1, in case the UE gets scheduled and it remains active every DRX cycle for 5ms (i.e., assuming that drx-InactivityTimer is triggered only once every DRX cycle), after 8 frames the UE will not detect the control message for a new video frame transmission (i.e., the ninth XR frame) since the accumulated gap between the non-integer XR periodicity and the DRX cycle is 5.33ms (0.667*8), which is larger than 5ms. The network can detect this mismatch and trigger a RRC reconfiguration, but periodic RRC reconfiguration is necessary to realign the DRX cycle with the XR traffic, since the time drift keeps accumulating until the XR packet arrival falls again outside the OnDuration window. 
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[bookmark: _Ref114914857]Figure 1 – The drift caused by integer periodicity of DRX cycle and non-integer periodicity of XR frame generation accumulates over time. Therefore, the DRX cycle drifts from the frame arrival. In case of 60fps, the ninth frame (third I-frame in the time plot) is lost or delayed.

If the realignment between XR traffic and DRX does not take place, the drift keeps accumulating up to the point when the accumulated gap exceeds the PDB of the XR application. Figure 2 shows the evolution of the time drift of two DRX configurations with Long Cycle equal to 16ms and 17ms, respectively. Positive drift between XR and DRX corresponds to XR frame arrival on late with respect to the beginning of a new DRX cycle, whereas negative drift between XR and DRX corresponds to XR frame arrival on early with respect to beginning of a new DRX cycle. We can observe that the gap keeps accumulating. With configuration DRX 1 after the second DRX cycle the XR frame is always on late, whereas with configuration DRX 2 the XR frame arrives always earlier than the beginning of the DRX cycle. After 16 cycles for DRX 1 and 31 cycles for DRX 2, the accumulated gap due to the drift exceeds the PDB, which is represent as yellow lines in the figure. Depending on DRX Start Offset and On Duration parameters (i.e., the DRX configuration) the misalignment problem can be delayed but not fully solved since the DRX configuration is fixed and reconfiguration requires periodic RRC reconfiguration procedures according to the current specifications.
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[bookmark: _Ref114914893]Figure 2 –  Example of drift evolution assuming two DRX cycles of duration equal to 16ms (DRX 1) and 17ms (DRX 2). Yellow lines represent the PDB of VR/AR applications. After 16 and 31 cycles, the accumulated gap of configurations DRX 1 and DRX 2 have exceeded the PDB of VR/AR traffic.

Observation 1: The non-integer and recurring decimal periodicity of XR traffic and the integer periodicity of the DRX cycle results in the misalignment between XR traffic and DRX cycle. This misalignment causes a time drift between the XR frame arrivals and the start of the DRX cycles. The drift accumulates over time and eventually the start of the DRX cycle falls outside expected arrival interval of the XR traffic.
As observed earlier the RRC reconfiguration is a relatively slow process that may introduce extra-delay. Therefore, during the last RAN1 #110 meeting two solution directions emerged to solve the misalignment issue: (i) static RRC configuration with periodic realignment and (ii) dynamic adaptation based on L1/L2 signals.
An example of static RRC configuration with periodic realignment is illustrated in Figure 3, where the UE and the network agree on the execution of the realignment between the DRX cycle with the XR traffic every 4 DRX cycles. The realignment can be executed by extending the duration of a cycle to postpone the beginning of the next one by a certain realignment offset configured through RRC signaling (in red the DRX cycles whose duration is extended by a realignment offset of +2ms). 
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[bookmark: _Ref114914910]Figure 3 – The UE and the network realign the DRX cycle with the XR traffic by extending the duration every four DRX cycles by a realignment offset of 2ms.

We observe that a static configuration with a periodic realignment does not fully solve the misalignment issue because a partial gap still remains after the adjustment due to the recurring non-integer values of the XR frame periodicity. Indeed, real systems introduce a quantization error in the representation of recurring decimals since they can only approximate the framerate to the closet binary representation. Therefore, the gap between the DRX cycle and the XR traffic cannot be fully cleared using static realignment. In addition, XR jitter makes hard to detect the expected arrival window of XR frames, thus making static realignment suboptimal since a certain tolerance needs to be included in the realignment offset to account for potential errors.

Observation 2: Static RRC configuration with periodic realignment does not fully solve the misalignment issue since the gap between the DRX cycle and the XR traffic cannot be fully cleared using a static reconfiguration.

Observation 3: Jitter makes hard to detect the expected arrival window of XR frames. Therefore, the realignment offset may be larger than the needed to account for potential errors. 

Therefore, to fully address the misalignment issue of the CDRX cycle, we propose the following two schemes to perform the realignment procedure between the DRX cycle with the XR traffic arrival process: 
· Static RRC configuration with periodic realignment based on new DRX parameters configured though RRC signaling. 
· Layer 1 (L1 like DCI) or Layer 2 (L2 like MAC CE) signaling schemes to dynamically adapt DRX parameters.
New DRX parameters are needed to perform periodic realignment of the DRX cycle with the XR traffic arrival, whereas L1/L2 signaling can be used for asynchronous realignment e.g., via adjusting drx-LongCycleStartOffset. Therefore, L1/L2 signaling is used in combination with static realignment to compensate the misalignment gap that cannot be fully cleared using periodic realignment and potential realignment errors due to the jitter.
To evaluate the benefits of the realignment proceudures, we performed system-level evaluation according to the agreements discussed in [1]. In particular, we evaluate the capacity loss and the power saving gain of two DRX configurations with and without realignment in the Indoor Hotspot deployment:
1. CDRX(16,8,8): CDRX with LongCycle=16ms, InactivityTimer=8ms, and onDuration=8ms;
2. CDRX(8,4,4): CDRX with LongCycle=8ms, InactivityTimer=4ms, and onDuration=4ms;

Figure 4(a) and Figure 4(b) shows the capacity and power saving gain of the evaluated DRX configurations for CG applications. It can be observed that the realignment reduces the capacity loss. In particular, both DRX configurations with realignment can support 1 additional UE/cell with respect to the same configuration without realignment (i.e, 5 satisfied UEs/cell instead of 4 satisfied UEs/cell). 
We further observe that even with realignment the capacity drops steeply when we increase the cell load and the difference with respect to a DRX configuration without realignment becomes negligible. This is mainly due to the queuing delay that add on top of the jitter, thus delaying the time when the frame can be scheduled. This additional delay moves the scheduling opportunity outside UE Active Time window (i.e., the OnDuraiton window), thus forcing the scheduler to postpone the transmission to the next DRX cycle. This affects the ability of the scheduler to deliver XR packets within the PDB.
The realignment causes a reducing in power saving gain with the configuration (16,8,8) because the average UE active time increases due to a more frequent activation of the Inactivity Timer (the offset anticipates the beginning of the DRX cycle). In contrast, when we have multiple DRX cycles within two consecutive XR frame arrivals like in the case (8,4,4), the Inactivity Timer is less frequently triggered, thus making the additional power saving gain of the realignment negligible with respect to the configuration without realignment.
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(a) Capacity
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(b) Power saving gain


[bookmark: _Ref115293520]Figure 4 – DL capacity and power saving gain of CDRX configurations w/ and w/o realignment for CG traffic (Video Single-Stream) in Indoor Hotspot (FR1) with X=99% of frames received within PDB and cells evenly loaded.

Proposal 1: To solve the misalignment issue, we propose to use a combination of static RRC configuration and dynamic L1/L2 signalling to perform both periodic and asynchronous realignment. 
As discussed above, misalignment can be solved by compensating the drift between the DRX cycle and the XR traffic. The drift can be compensated by adapting multiple parameters of the DRX cycle. For example, we see the following options:
· Long Cycle: the duration of a DRX cycle can be extended or reduced to align the beginning of the next DRX cycle. 
· Start Offset: the beginning of the DRX cycle can be postponed or anticipated to keep the UE active time aligned with the expected arrival window of XR traffic.
· On Duration: the On Duration can be extended when the DRX cycle is on-late (positive drift) or it can be reduced when the DRX cycle is on early (negative drift). This insures that UE active time ends after the arrival window of XR traffic.

Proposal 2: We propose to consider the adaptation of multiple parameters of the DRX configuration to solve the misalignment issue between the DRX cycle and XR traffic. 

[bookmark: _Hlk110495732]In addition to solving the misalignment issue as discussed above, the adaptation of a combination of multiple parameters like StartOffset and OnDuration can be used to address other problems identified during this study like the jitter and the variation of the frame rate. Jitter of XR frame arrivals at the gNB is generally due to the variation of both codec processing delay and transport latency. In contrast, frame rate is adapted by the application according to the estimate quality of the end to end connection. This can lead to significant variation of the traffic arrival process with a significant impact on the capacity and power saving gain that can be achived.
In the following, we show how the dynamic L1/L2 adaptation scheme introduced to solve the misalignment problem can also be used to minimize UE power consumption while iproving the capacity loss in spite of jitter.
As it is expected that at the start of the connection/XR traffic, network does not have yet fully accurate picture of the XR parameters (apart apriori assumptions) the initial selection of CDRX parameters may not be optimal. Reconfiguring/updating the CDRX cycle or other parameters according to the XR frame pattern might be a rather slow process since such change requires RRC signalling/procedures. As the XR parameters can also change based on decisions on application layer, e.g. frame rate, resulting also change in absolute “jitter center point”, identification of best possible fixed C-DRX configuration from physical layer perspective can take some time (for statistics) and attempts (e.g. starting with conservative setting) to converge to a good configuration from both, user satisfaction and power saving performance.
To fully enable the configuration and dynamic adjustment of CDRX parameters according to the traffic pattern, a faster method to adapt the C-DRX configuration is proposed. It is proposed to adopt L1/L2 signalling method to quickly adapt the applied C-DRX parameters based on RRC configured value ranges in addition to simply changing drx-StartOffset. With the proposed scheme, Adaptive DRX (ADRX), the best parameters for the CDRX configuration can be applied/taken in to use gradually, as they are identified, e.g., learnt by an ML policy using auxiliary information like traffic awareness, network status and radio conditions. While standards currently allow quickly change the UE behavior e.g., via MAC CEs, the parameter values of the configuration are fixed and changing them requires RRC reconfiguration.   
To evaluate the benefits of using ADRX, we performed system-level evaluation of ADRX coupled with an ML policy to dynamically adapt some of the CDRX parameters according to the UE satisfaction (i.e., number of frames received within PDB) and estimated UE power consumption. The ML algorithm uses past observations and future predictions of the system status, including frame arrivals, UE satisfaction, estimated UE power consumption, and channel status. CDRX configuration parameters are modified accordingly to the decision of the ML policy, which is communicated to the UE by the network using fast L1/L2 signalling. In particular, the ML policy selects the best Start Offset, but also most suitable On Duration for each CDRX cycle based on UE satisfaction and enabling potential UE power saving. Hence, in addition to address the drift between XR traffic and CDRX via adapting the Start Offset, also the On Duration is adapted to find best fit. To enable the L1 adaptation, for each parameter to be changed, additional parameters with a range is defined:
· [bookmark: _Hlk110497569]MinStartOffset: minimum value of the Start Offset parameter in ms;
· MaxStartOffset: maximum value of the Start Offset parameter in ms;
· MinOnDuration: minimum value of the On Duration parameter in ms;
· MaxOnDuration: maximum value of the On Duration parameter in ms,

The ML policy will choose the appropriate values for the Start Offset in the range [MinStartOffset, MaxStartOffset] and On Duration Timer in the range [MinOnDuration, MaxOnDuration]. 
In our evaluation, we compare the following two power saving schemes:
· ON: UEs are “always ON” (i.e., any power saving scheme disabled). This is the baseline used in [2].
· CDRX: baseline for R16/17 power saving features. The CDRX cycle is configured using the following parameters
· (DRX long cycle, inactivity timer value, On duration timer value) = (16, 8, 8);
· ADRX 1: Adaptive CDRX configured with the following parameters:
· (DRX long cycle, inactivity timer value, [MinStartOffset , MaxStartOffset], [MinOnDuration, MaxOnDuration]) = (16, 0, [0, 0], [1, 16])
· ADRX 2: Adaptive CDRX configured with the following parameters: 
· (DRX long cycle, inactivity timer value, [MinStartOffset , MaxStartOffset], [MinOnDuration, MaxOnDuration]) = (16, 0, [0, 2], [8, 16])

We first present the results for XR capacity, measured in terms of ratio of satisfied UEs, with the above mentioned power saving schemes. Figure 5(a) and Figure 5(b) show the ratio of satisfied UEs for CG and AR/VR services as a function of the number of UEs per cell. We can observe that when UEs are “Always ON” (i.e., DRX is disabled), the ratio of satisfied UEs remains above 90% for up to 8 and 6 UEs/cell for CG and AR/VR, respectively. When CDRX is enabled with the configuration (16, 8, 8), the ratio of satisfied UEs drops steeply with only up to ~4 satisfied UEs/cell for CG and zero satisfied UEs for AR/VR (i.e., all users experience latency larger than the PDB=10ms for more than 1% of the frames). In contrast, with the proposed ADRX schemes, the system can serve both CG and AR/VR services. Depending on the ADRX configuration, the ratio of satisfied users remains above 90% when each cell serves up to 7 and 5 UEs for CG and AR/VR, respectively. More specifically, the XR capacity for the evaluated ADRX configurations results as follows:
· ADRX 1: 6 CG UEs/cell and 4 AR/VR UEs/cell.
· ADRX 2: 7 CG UEs/cell and 5 AR/VR UEs/cell.

These results show that by properly tuning the Start Offset and/or On Duration of the CDRX cycle, the system can find the best configuration and minimize the capacity loss for XR services. We further observe that tuning both Start Offset and On Duration, like in ADRX 2, results in higher capacity than reconfiguring only the On Duration, as in ADRX 1 (red curve versus blue curve in Figure 5). Therefore, having the possibility to quickly reconfigure some of the CDRX parameters using L1/L2 signalling schemes can improve the system capacity for XR services when DRX is enabled.
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(a) CG in FR1 at 30Mbps with X=99%
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(b) AR/VR in FR1 at 30Mbps with X=99%


[bookmark: _Ref101445290]Figure 5 – DL capacity of ADRX and CDRX configurations for CG traffic (Video Single-Stream) and AR/VR (Video Single-Stream) in Dense Urban deployment (FR1) with X=99% of frames received within PDB and cells evenly loaded.

Figure 6 shows the power saving gain measured with respect to the baseline case (i.e., UEs “Always ON”) as a function of the number of UEs/cell, as indicated in [2]. Here, it can be observed that ADRX can reduce power consumption with respect to the baseline case. In particular, among the two ADRX configurations, ADRX 2 shows the best trade-off between power saving gain and capacity loss, especially when considering AR/VR services. 
We further observe that while CDRX can achieve larger power saving gain than certain ADRX configurations, e.g., ADRX 1, we underline that CDRX cannot support any UEs for AR/VR services with the evaluated configuration (it can support only CG UEs, which have larger delay). Therefore, with this configuration, CDRX has no power saving gain for AR/VR users.
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[bookmark: _Ref101445309]Figure 6 – Power saving gain of ADRX and CDRX configurations for CG traffic (Video Single-Stream) and AR/VR (Video Single-Stream) in Dense Urban deployment (FR1) with X=99% of frames received within PDB and cells evenly loaded. Power saving gain should be ignored when there is no user that is satisfied (i.e., XR capacity is zero).

Table 1 and Table 2 summarize the PS gain and system capacity loss of CDRX and ADRX with respect to “Always ON” policy for CG and AR/VR applications, respectively. In both tables, PS gains are computed considering all UEs in the system (option 1 in [2]). Both tables confirm the clear trade-off between power saving and capacity loss. However, ADRX can limit the capacity loss and still achieve power saving by adapting the CDRX parameters (Start Offset and On Duration) to changes in the system or traffic characteristics (e.g., changes in PDB). In contrast, a single fixed configuration for CDRX is inefficient since it can result in huge capacity loss as illustrated in our evaluation: when PDB decreases from 15ms (CG) to 10ms (AR/VR) the CDRX configuration (16,8,8) cannot support any AR/VR user.

[bookmark: _Ref101447028]Table 1 – Evaluation of enhanced ADRX enhancement for {Dense Urban, CG, DL Only, 30Mbps, FR1}. Option 1: PS gain computed with All UEs.
	Power Saving Scheme
	Power Saving Gain (PSG) compared to ‘Always ON’
	#satisfied UEs per cell with PS / #satisfied UEs per cell w/o PS
	Capacity with PS
[#satisfied UEs/cell with PS]
	Percentage of satisfied UEs per cell with PS at #satisfied UEs cell w/o PS

	
	Baseline
	Optional
	
	
	

	
	Mean PS gain
	PS gain of 5%-tile UE in PSG 
CDF
	PS gain of 50%-tile UE in PSG CDF
	PS gain of 95%-tile UE in PSG
 CDF
	
	
	

	Always ON
	-
	-
	-
	-
	- / 8
	8
	-

	CDRX(16,8,8)
	13.3%
	16.7%
	14.3%
	7.5%
	6 / 8
	6
	75%

	ADRX 1 (16,0,0,[1,16])
	9%
	10%
	9.5%
	2%
	6.5 / 8
	6
	82%

	ADRX 2 (16,0,[0,2],[8,16])
	9%
	12.7%
	10.3%
	2%
	7.2 / 8
	7
	90%



[bookmark: _Ref101447514]Table 2 – Evaluation of enhanced ADRX enhancement for {Dense Urban, AR/VR, DL Only, 30Mbps, FR1}. Option 1: PS gain computed with All UEs
	Power Saving Scheme
	Power Saving Gain (PSG) compared to ‘Always ON’
	#satisfied UEs per cell with PS / #satisfied UEs per cell w/o PS
	Capacity with PS
[#satisfied UEs/cell with PS]
	Percentage of satisfied UEs per cell with PS at #satisfied UEs cell w/o PS

	
	Baseline
	Optional
	
	
	

	
	Mean PS gain
	PS gain of 5%-tile UE in PSG CDF
	PS gain of 50%-tile UE in PSG CDF
	PS gain of 95%-tile UE in PSG CDF
	
	
	

	Always ON
	-
	-
	-
	-
	- / 6
	6
	-

	CDRX(16,8,8)
	-
	-
	-
	-
	0 / 6
	0
	0%

	ADRX 1  (16,0,0,1,16)
	9.3%
	10.7%
	10%
	2.5%
	4 / 6
	4
	66%

	ADRX 2     (16,0,[0, 2],[8,16])
	13%
	17.8%
	15%
	1%
	5 / 6
	5
	83%



Observation 4: A single CDRX configuration for multiple XR applications, which have different QoS characteristics, results in suboptimal performance. For example, the CDRX configuration (DRX long cycle, inactivity timer value, On duration timer value)=(16, 8, 8) cannot satisfy any UE when PDB decreases from 15ms to 10ms.
Observation 5: Dynamic adaptation of multiple parameters of the CDRX configuration like StartOffset and OnDuration minimizes capacity loss for XR services while improving the UE power saving gain in spite of jitter. 
Proposal 3: We propose to consider L1/L2 signalling and new DRX parameters to dynamically change some of the parameters of the DRX cycle in order to handle the jitter of quasi-periodic application like XR.

[bookmark: _Ref111211235][bookmark: _Ref115264128][bookmark: _Hlk110499952]Extending the Active Time (EAT)
When CDRX is enabled, the time the UE spends monitoring PDCCH is collectively referred to as the DRX Active Time. This time is composed of the On Duration, which the UE initializes at the start of every DRX cycle, the Inactivity Timer, and several retransmission SR & RA-related timers. The Inactivity Timer is reset whenever there is a scheduling grant and thus the UE’s PDCCH monitoring time can only be extended by a new scheduling grant decided by the network. 
When the CDRX cycle is configured to (approximately) match the XR traffic periodicity, only one video frame per DRX cycle is expected to arrive and the network starts scheduling resources for the UE only when there is a video frame. If the video frame arrives when the UE is in sleep mode due to a short On Duration  or a configuration that is misaligned with the traffic arrival window, then the video frame cannot be scheduled and must be delayed until the next On Duration (i.e., when the UE is in active mode again). If the time between two consecutive On Duration s is larger or equal to the PDB, then the delayed frame will be considered lost. Therefore, the network would have to schedule a dummy grant to keep the UE in active mode in case a frame has not arrived yet and the UE approaches the end of the Active Time (On Duration). Another alternative is to configure longer On Duration and use the “DRX Command MAC CE” to stop it prematurely (once data has been successfully delivered) or use PDCCH monitoring adaptation to limit the activity. If the UE receives this MAC control element (CE) during Active Time, the UE shall stop the On Duration and Inactivity Timer and return to DRX (end active time). Similarly, if the UE receives e.g. PDCCH monitoring skipping indication, the UE shall stop monitoring the PDCCH. Thus, it enables the NW to configure the UE with a long On Duration and then end the Active Time or the PDCCH monitoring prematurely by providing the MAC CE or stop PDCCH monitoring with skipping indication with a duration longer than the remaining Active Time, respectively. However, since the MAC CE is transmitted via PDSCH the reception and decoding can be relatively long. Furthermore, the UE may need to provide HARQ ACK/NACK feedback to the network upon reception of the MAC CE, and thus the UEs energy consumption is further increased. As for PDCCH skipping indication, the UE will stop only the monitoring of the PDCCH, but it will keep executing CSI measurements and reporting, thus reducing the power saving gain with respect to a full sleep mode. Also the PDCCH skipping command should not be send before successful completion of pending HARQ process.
An alternative method to allow better optimized On Duration configuration, is to enable procedure to automatically extend the UE Active Time if no packet/frame is received during the On Duration (i.e., the new procedure triggers extension to the active time). So, in the considered approach the UE shall monitor PDCCH according to the On Duration. If the the number of video frame(s) expected to arrive per DRX Active Time have been successfully received during the Active Time, then the UE can go to sleep relatively early, because the On Duration (and inactivity timer) can be kept short. If instead UE does not receive the expected number of video frames within the On Duration, then the UE will automatically extend the DRX Active Time and keeps monitoring the PDCCH (at least) according to the configured extension timer. Figure 7 illustrates the Active time extension procedure when the number of video frame(s)/packet(s) expected to arrive per DRX Active Time is equal to 1.
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[bookmark: _Ref114915138]Figure 7 – Active time extension applied when packet arrival is after On Duration. We assumed that 1 packet is expected to arrive per DRX cycle.

Observation 6: If the network can configure the UE with the number of expected frames to be received and/or transmitted during a CDRX cycle, then the UE can automatically extend the active time if the number of received and/or transmitted frames are smaller than the expected values.

Figure 8 shows the probability distribution of the frame arrival process as agreed in [2] to model random jitter (Truncated Gaussian Distribution centered around the arrival time) and three CDRX configurations with Active time extension enabled. In all three configurations we assume that the DRX cycle duration is 16 ms and the XR frame arrives between time points 12 and 20 ms i.e., jitter is 4 ms centered at time = 16 ms. The three configurations have the following properties:
· S1: the Active time extension extends the On Duration only in 30% of the cases. XR frames that arrive between 12 to 15 are delayed by at most 3 ms.
· S2: this configuration does not trigger the extension of the Active time except when time drift causes the XR frame to fall after the On Duration. This configuration introduces 6 ms of extra-delay for frames that arrive at time 12ms (as the On Duration starts at 18ms). Most likely, this extra-delay prevents HARQ retransmission to be delivered within the delay budget in case of error since the delay budget is rather limited for XR services (10ms for AR/VR applications).
· S3: in 86% of the cases, the Active time is extended. There is still some benefit with respect of having a CDRX configuration which starts at 12 and ends at 20, since in 14% of the cases Active time does not need to be extend beyond the On Duration.
From these observations it can be seen that enabling automatic Active time extension adds some flexibility required to easily configure CDRX with the best trade-off between user satisfaction and power saving for quasi-predictable traffic like XR applications. Indeed, in a configuration like S1, Active time extension is needed seldomly and On Duration suffices.
[image: ]
[bookmark: _Ref108101658]Figure 8 – Probability distribution of the frame arrival and possible CDRX configurations with Active time extension. Only configurations S1 and S3 trigger the extension of the OnDuraiton. Solution S2 does not trigger the extension, but in the worst case introduces 6ms of extra delay in the transmission of the frame.

Observation 7: Active time extension adds the flexibility required to configure CDRX with the best trade-off between user satisfaction and power saving for XR traffic, provided that network and UE knows the number of expected frames to be received and/or transmitted during a CDRX cycle.
In the following, we evaluate the benefits of Active time extension in terms of power saving gain according to the agreements in [2]. The following DRX configurations have been considered for the analysis:
3. CDRX(16,8): CDRX with LongCycle=16ms, and onDuration=8ms;
4. CDRX(16,6): CDRX with LongCycle=16ms, onDuration=6ms;
5. CDRX(16,4): CDRX with LongCycle=16ms, onDuration=4ms; 
6. CDRX(16,2): CDRX with LongCycle=16ms, onDuration=2ms;
All four DRX configurations have been evaluated with and without automatic Extension of the Active Time (EAT). The number of expected packets to be received during a CDRX cycle and the extension timer have been fixed to 1 and 1ms, respectively. To evaluate the effect of only the EAT mechanisms on the capacity loss and power saving gain we disabled the Inactivity Timer in these simulations.
We compare the eight schemes (4 DRX configuraitons with and without EAT) in terms of power saving gain with respect to a UE “Always ON”, namely a UE with all power saving features disabled. The power saving gain is computed as follows:

where PPS is the average power consumed by all UEs with power saving scheme enabled and PB is the average power consumed by a UE “Always ON”. Figure 9(a) and Figure 9(b) show the ratio of satisfied UEs for CG services as a function of the number of UEs per cell when EAT is disabled and enabled, respectively. We can observe that when EAT is disabled, the ratio of satisfied UEs quickly dorps below 90% for all CDRX configurations. As expected, the shorter is the OnDuration the smaller is the XR capacity. For example, when OnDuration is equal to 4ms only 1 UE per cell can be served, whereas when OnDuraiton is equal to 2ms no user can be served. In contrast, EAT permits to reduce the capacity loss as illustrated in Figure 9(b). More specifically, with EAT upt to 4 to 5 UEs per cell running CG applications can be served.
Figure 10 shows the power saving gain of the four schemes with EAT enabled. We can observe that all schemes with EAT enabled achieve the same power saving gain of roughly 33-35%, namely all schemes result in the same average Active Time. However, the scheme with OnDuration=2 increase the Active Time only for those UEs that really need an extension, thus resulting in a different distribution of the Active Time and power consumption across the UEs. 
The larger power saving gain of automatic EAT schemes with respect to CDRX(16,8,8) (approximately 15% according to Figure 6) is mainly obtained given the shorter onDuration, which is extended very seldomly by the EAT mechanism differently from the Inactivity Timer, which is triggered more frequently and has a fixed duration. Indeed, Inactivity Timer is enabled with a fixed duration and its configuration is subject to the same trade-off between capacity loss and power saving gain of the On Duration parameter because no information about the number of expected packets to be received is known. In contrast EAT allows the definition of a shorter on Duration, which is the optimal for most of the video frames. In a limited number of cases, frames arrive after the On Duration is expired. However, EAT recovers these unlikely events only until the number of expected packet has been received.
	[image: ]
(a) CDRX w/o Extension of Active Time
	[image: ]
(b) CDRX w/ Extension of Active Time.


[bookmark: _Ref114915719]Figure 9 – Capacity of CDRX configurations w/ and w/o Extension of Active Time (EAT) for CG traffic (Video Single-Stream) in Indoor Hotspot deployment (FR1) with X=99% of frames received within PDB and cells evenly loaded.
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[bookmark: _Ref114918439]Figure 10 – Power saving gain of CDRX configurations w/ Extension of Active Time (EAT) in Indoor Hotspot deployment (FR1) with X=99% of frames received within PDB and cells evenly loaded. Power saving gain shall be ignored when there is no user that is satisfied (i.e., XR capacity is zero).

[bookmark: _Int_8wFaXWBI]Observation 8: Automatic Extension of Active Time improves the power saving gain with respect to CDRX since it allows to define a relatively short onDuration with respect to the jitter range that is extended automatically only when a frame(s) do not arrive before the onDuration timer is expired.
Observation 9: Given the frame arrival distribution of XR traffic, Active time needs to be extended very seldomly beyond the (short) onDuration timer.
Proposal 4: We propose to consider automatic extension of UE Active Time of CDRX based on the frame arrival to enable enhanced power saving.

PDCCH monitoring adaptation enhancements
In RAN1#109e enhancements to C-DRX were discussed and following agreement was made:
	Agreement
For power saving study of Rel-18 XR SI, PDCCH monitoring enhancements to evaluate in this study item are to be selected from the following
· Low priority Issue 2-1: Alignment between PDCCH monitoring and XR traffic to resolve the mismatch between PDCCH monitoring periodicity and XR traffic periodicity. 
· Note: some companies think Rel-17 PDCCH monitoring adaptation can solve issue 2-1 or achieve similar intended outcome
· Note: Solutions proposed for Issue 2-1 and those proposed for Issue 1-1 are motivated by the same issue, namely non-integer XR traffic periodicity. It is to be studied how they compare in in terms of power saving gain and capacity, (a) solutions proposed for Issue 1-1; (b) solutions proposed for Issue 2-1.
· Low priority Issue 2-2: XR-dedicated PDCCH monitoring window to supplement CDRX for multi-flow traffic. 
· Note: some companies think Rel-17 PDCCH monitoring adaptation can solve issue 2-2 or achieve similar intended outcome
· Note: Solutions proposed for Issue 2-2 and those proposed for Issue 1-3 are motivated by the same issue, namely multiple XR traffic flows. It is to be studied how they compare in in terms of power saving gain and capacity, (a) solutions proposed for Issue 1-3; (b) solutions proposed for Issue 2-2.
· High priority Issue 2-3: Enhancements to Rel-17 PDCCH monitoring adaptation. 
· Note: Discussion on some enhancements may depend on the outcome of Rel-17 PDCCH monitoring adaptation maintenance
· Note: The study on enhancement to R17 PDCCH monitoring adaptation should focus on the techniques that are used for addressing XR-specific issues, e.g., jitter
Note 1: Other considerations are not precluded
Note 2: Companies are encouraged to clarify or provide more details of the proposed solutions, for addressing concerns from the group.




In RAN1#110 enhancements to C-DRX were discussed and following conclusions were made:

	Conclusion 
All the proposed PDCCH monitoring adaptation/reduction schemes including those for jitter handling need to be compared against the Rel-17 PDCCH monitoring adaptation which is to be used as performance reference.

Conclusion
RAN1 does not assume dynamic switch of different XR video data rates or frame rates for Rel-18 XR power saving study before further input is provided by SA.

For future meetings
Companies are encouraged to account the enhancement of CDRX to align with XR traffic periodicity in their further evaluations for XR power saving enhancements.

Conclusion: 
•	Companies are requested to use the Excel sheet attached with TR 38.838 in RP-213652 for recording the simulation results that are provided in their contributions.



In this section we focus on issue 2-3 to enable better power saving in presence of jitter as discussed in Section 3.1.1. 
PDCCH monitoring adaptation via SSSG switching
Rel-17 introduces the option of configuring up to three Search Space Set Groups (SSSGs) which allows the UE to change the PDCCH monitoring periodicity, ks, by switching the SSSG to monitor for PDCCH occasions. The switching between one SSSG and another is indicated by a PDCCH adaptation field included in DCI formats 0_1, 0_2, 1_1 or 1_2. This field can have 1 or 2 bits to indicate switching between two or three SSSGs, respectively. 

The SSSG with index 0 can be considered as the default SSSG, meaning that is the one the UE will monitor whenever there is a PDCCH monitoring reset. Therefore, and unlike for SSSG1 or SSSG2, setting the SSSG0 does not trigger the start of any timer, which means that switching from SSSG0 to any other SSSG only happens via DCI. However, when the UE starts monitoring the PDCCH according to SSSG1 or SSSG2, a timer (searchSpaceSwitchTimer) is set and restarted whenever a scheduling DCI is received; if the timer expires, the UE starts monitoring the PDCCH according to SSSG0. 
Switching SSSGs comes with an associated delay (searchSpaceSwitchDelay) for the UE to start monitoring the PDCCH according to the configuration of the group indicated in the PDCCH adaptation field; depending on the UE capabilities, the minimum delay is 25 symbols for UE processing capability 1, and 10 symbols for UE processing capability 2. This delay does not incur any data transmission interruption.

[bookmark: _Ref115267475]C-DRX and PDCCH monitoring adaptation
As noted above, PDCCH monitoring adaptation via SSSG switching from SSSG0 to SSSG1 or SSSG2 requires sending a scheduling DCI to the UE, and in a scenario where both C-DRX and PDCCH monitoring adaptation are combined to boost UE power saving, SSSG switching can only take place during the active time of the C-DRX cycle. However, considering the jitter and the non-integer periodicity that characterize XR traffic, it is likely that the negative effects of the misalignment between the C-DRX configuration and the XR traffic gets even worse when using sparse PDCCH monitoring. Furthermore, when the C-DRX active time starts, it can be assumed the UE will start monitoring the SSSG0 for PDCCH occasions; if SSSG0 is configured with a PDCCH monitoring value other than ks = 1 (e.g., 2 or 4) to save UE power and if, because of the misalignment in regards to jitter, the expected XR frame arrives outside the active time, chances are the delay for receiving the data will increase even more. Even if, as soon as data is detected, a scheduling DCI is sent indicating switching from SSSG0 to another SSSG with, e.g., PDCCH monitoring periodicity set to ks = 1, the delay associated with switching SSSGs will not allow changing the PDCCH monitoring periodicity in the same slot where the DCI with the switching indication is received. If, on the other hand, SSSG0 is configured with a PDCCH monitoring periodicity of ks = 1, the opposite can happen; if the XR frame arrives later than the start of the active time, the UE will monitor the PDCCH for scheduling occasions in every slot before the data arrives, which decreases the opportunities for power saving. 
Therefore, and to enable UE power saving while handling the jitter in an scenario with C-DRX and PDCCH monitoring adaptation, a possible solution is to allow a DCI to be sent to the UE outside the active time of the C-DRX cycle and right before the start of the active time. This DCI would indicate dynamically if PDCCH monitoring should start on an SSSG other than SSSG0 and thus, avoid extra delays or unnecessary power consumption; this approach follows the same used for DCP (DCI format 2_6) and the same framework could be reused, i.e., if DCI 2_6 is detected with a field indicating the SSSG to monitor, the UE monitors the PDCCH based on the SSSG indicated by DCI 2_6 when the active time starts; if no DCI 2_6 is detected, UE skips the onDuration. Another alternative approach, also discussed in Rel-17 would be to use a configured SSSG, e.g., SSSG1, that is always applied at the start of the onDuration, but if the data is not already in the buffer, this would cause unnecessary power consumption. 
To evaluate the performance gain of this approach, we performed simulations for CG in an Indoor Hotspot deployment (see simualtion setting in the appendix) at 30 Mbps, PDB of 15ms, DRX configuration (DRX Cycle, Inactivity Timer, On Duration Timer) = (16, 8, 8), and two SSSGs configured: SSSG0 with ks={2, 4} and SSSG1 with ks=1. The following four options of SSSG (ks for SSSG0, ks for SSSG1) were considered:
· SSSG (2, 1) w/o DCI 2_6
· SSSG (2, 1) with DCI 2_6
· SSSG (4,1) w/o DCI 2_6
· SSSG (4,1) with DCI 2_6

For the options with DCI 2_6, we assume that based on DCI 2_6 indication, the UE monitors the selected SSSG {#0, #1} when the active time starts. The searchSpaceSwitchTimer (time to switch from SSSG1 to SSSG0) was set to 8 ms for all cases. The case with the UE always ON (no power saving mechanism configured) was used as the baseline. 
The simulation results are shown in Figure 10(a) for the capacity evaluation and in Figure 10(b) for the power saving gain. It can be seen that using both C-DRX and PDCCH monitoring adaptation caused a decreased in capacity from 6 satisfied UEs/cell (baseline) to 3 satisfied UEs/cell (SSSG (2,1) with DCI 2_6) while allowing for up to 33% power saving. The results also show that using DCI 2_6 for SSSG adaptation can mitigate the capacity loss; when we compare the cases SSSG (2,1) with and without DCI 2_6 a higher UE satisfaction rate can be observed for the former with low penalty on power saving (i.e., 3% difference). The benefits of using DCI 2_6 are even more notiaceble if a more aggressive power saving configuration via SSSGs (e.g., SSSG (4,1)) is used. However, choosing a configuration like SSSG (2,1) offers a better balance between capacity loss and power saving gain. 
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(a)
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(b)


[bookmark: _Ref115260578]Figure 11 – Capacity and power saving gain evaluation of C-DRX with PDCCH adaptive monitoring via SSSG switching for CG in InH at 30Mbps, PDB of 15ms, DRX=(16,8,8) , SSSG0 with ks = {2, 4}, and SSSG1 with ks=1.
Observation 10: PDCCH monitoring adaptation via SSSG switching allows for significant power saving at the expenses of a capacity decrease.
Observation 11: Using DCI 2_6 outside the C_DRX active time to adapt the SSSG monitoring has the potential to mitigate the capacity loss without heavily compromising the power saving.
Proposal 5: Adopt DCI 2_6 outside the C_DRX active time to trigger SSSG switching for PDCCH monitoring adaptation.
CG and PDCCH monitoring adaptation
Under the Rel-17 NR UE power saving enhancement work, RAN1 reached following conclusions and agreements:
	Conclusion
For Rel-17, RAN1 has no consensus in whether UE resumes monitor of PDCCH during skipping duration (i.e., PDCCH skipping is cancelled) when DRX Retransmission timer DL/UL is started.  

Agreement
Include the following TP to Clause 10.4, TS 38.213 related to PDCCH skipping and outside active time:

	TP to Clause 10.4, TS 38.213
<Unchanged part omitted>

When the PDCCH monitoring adaptation field indicates to a UE to skip PDCCH monitoring for a duration on the active DL BWP of a serving cell, the UE starts skipping of PDCCH monitoring at the beginning of a first slot that is after the last symbol of the PDCCH reception providing the DCI format with the PDCCH monitoring adaptation field. If the UE transmits a PUCCH providing a positive SR after the UE detects a DCI format providing the PDCCH monitoring adaptation field indicating to the UE to skip PDCCH monitoring for the duration on the active DL BWP of the serving cell, the UE resumes PDCCH monitoring starting at the beginning of a first slot that is after a last symbol of the PUCCH transmission. If the DRX group of the serving cell is configured and enters outside Active Time, the UE terminates PDCCH skipping for the serving cell.

<Unchanged part omitted>







The first above quote conclusion has relevance in context of XR operation especially from CG perspective. As the XR traffic model assumes frequent UL transmission of pose information (e.g. every 4ms), using CG would seem like a good candiadate to handle this information e.g. outside active time so that dynamic scheduling is not needed and CDRX can be used to reduce DL monitoring.  Afore conclusion however means that during PDCCH skipping duration UE does not monitor the PDCCH during drx-HARQ-RTT-TimerUL for e.g. possible scheduling of re-transmission for the CG (e.g. pose information). 
Observation 13: Conclusion in Rel-17 NR UE power saving implies that UE does not monitor PDCCH for possible CG re-transmission scheduling.
It was also discussed in RAN1#110 under XR topic, that this behaviour could be changed in Rel-18 to so that for DL traffic, the  UE’s could be configured monitor for possible scheduling of re-transmission (i.e. if NACK is reported) for PDSCH or if UL data has been transmitted (e.g. via CG).  In this context it is good to consider the other agreement made in RAN1#110 under the Rel-17 NR UE power saving. The agreed TP results a behavior where upon end of active time, UE will terminate the PDCCH skipping. Thus, if the network configures CDRX for UE power saving, and the onDuration (and inactivity timer) are kept as short as possible, monitoring of PDCCH during re-transmission window (drx-HARQ-RTT-TimerUL) is not prevented (outside active time).
Observation 14: As per agreement in Rel-17 NR UE power saving, the PDCCH skipping is terminated at end of active time, and UE shall monitor PDCCH during re-transmission timer (e.g. drx-HARQ-RTT-TimerUL) outside active time.

Hence, to avoid the negative implications of UE not monitoring PDCCH during the re-transmission window (DL or UL) when skipping is applied, network can keep the skipping duration short (e.g. less than dl-DataToUL-ACK or drx-RetransmissionTimerUL). As for XR traffic, the UL pose information is always assumed to be present, it would seem impractical to configure PDCCH skipping so that it would hinder UL traffic performance. This would in practise mean the network configuration (covering PDCCH skipping and re-transmission related) should enable/account the UL traffic periodicity.  
Observation 15: Network can mitigate the impact of UE not monitoring PDCCH during re-transmission window when PDCCH skipping is applid, by configuring the parameters properly. 


Other
In RAN1#109-e, additional candidates for power saving enhancements were discussed:
	Agreement
For Rel-18 XR power saving enhancements, RAN1 further discusses by RAN1 #110 whether the issues below are to be addressed, and if so, which solutions should be selected for evaluation in this study item. These issues are low priority.
· Issue 3-1: Misaligned UE transmission and reception. 
· Issue 3-2: Power saving by XR-aware scheduling.
· Note 1b: XR SI objective has XR-awareness in RAN listed as a specific topic of RAN2 study
· Issue 3-3: Unnecessary data transmission in allocated resources. 
Note 1: Rel-18 XR SI objective only has CDRX enhancements and PDCCH monitoring enhancements explicitly listed as focus of RAN1 study
Note 2: Other considerations are not precluded




In RAN1#110, the following conclusion was made:
	Conclusion 
UE transmission and reception alignment for Issue 3-1 is deprioritized for power saving in Rel-18 XR SI.



It was discussed in context of issue 3-3 to allow UE to use only partially the allocated resource (of CG based) when there is not enough data to use the full or most of the allocation, and padding would be needed (to fill the UL grant). UE using only partial allocation would allow reduction of transmitted power and thereby reduce UE power saving.  However, allowing the UE to freely select a smaller TB than allocated CG grant would need to be informed to gNB (to avoid blind decoding) by a new uplink channel to carry the information. 
In context of CG, there is existing method to achive some flexibility in the used UL resources, by configuring multiple grants. There is no restriction that the multiple CG cannot overlap, and so they can be activated simultaneously with LCH restrictions and HARQ processes split configured. The CG grant configuration also allows NW can assign different DMRS configuration to different CG’s to facilitate the determination of  which of the configured CG the UE has used for UL transmission. For unlicenced band, HARQ process sharing is supported with same processes allocated to different CG configurations, while it is not possible to apply this currently for licensed band (based the restriction text captured in MAC spesficiation). 
Thus it would seem that the existing mechanism (NW configured multiple CG’s) offers similar adaptation mechanism as the UE-based UL grant selection, albeit with lower dynamicity but without need of additional UCI. Some specification work maybe needed to enable for example the UE to account buffer status and/or TBS when selecting the UL grant among the configured ones.
Observation 16: It is already possible to configure multiple overlapping CG, and this could be further extended to support dynamicity in UL CG operation for power saving purpses.

Conclusion
In this contribution we have discussed and evaluated various possible enhancements for R15/R15/R17 power saving schemes that may further help to improve the XR performance of 5G NR. Those naturally require further studies and discussions. In summary, those are captured by the following observations.
Observation 1: The non-integer and recurring decimal periodicity of XR traffic and the integer periodicity of the DRX cycle results in the misalignment between XR traffic and DRX cycle. This misalignment causes a time drift between the XR frame arrivals and the start of the DRX cycles. The drift accumulates over time and eventually the start of the DRX cycle falls outside expected arrival interval of the XR traffic.
Observation 2: Static RRC configuration with periodic realignment does not fully solve the misalignment issue since the gap between the DRX cycle and the XR traffic cannot be fully cleared using a static reconfiguration.

Observation 3: Jitter makes hard to detect the expected arrival window of XR frames. Therefore, the realignment offset may be larger than the needed to account for potential errors. 

Observation 4: A single CDRX configuration for multiple XR applications, which have different QoS characteristics, results in suboptimal performance. For example, the CDRX configuration (DRX long cycle, inactivity timer value, On duration timer value)=(16, 8, 8) cannot satisfy any UE when PDB decreases from 15ms to 10ms.
Observation 5: Dynamic adaptation of multiple parameters of the CDRX configuration like StartOffset and OnDuration minimizes capacity loss for XR services while improving the UE power saving gain in spite of jitter. 
Observation 6: If the network can configure the UE with the number of expected frames to be received and/or transmitted during a CDRX cycle, then the UE can automatically extend the active time if the number of received and/or transmitted frames are smaller than the expected values.
Observation 7: Active time extension adds the flexibility required to configure CDRX with the best trade-off between user satisfaction and power saving for XR traffic, provided that network and UE knows the number of expected frames to be received and/or transmitted during a CDRX cycle.
Observation 8: Automatic Extension of Active Time improves the power saving gain with respect to CDRX since it allows to define a relatively short onDuration with respect to the jitter range that is extended automatically only when a frame(s) do not arrive before the onDuration timer is expired.
Observation 9: Given the frame arrival distribution of XR traffic, Active time needs to be extended very seldomly beyond the (short) onDuration timer.
Observation 10: PDCCH monitoring adaptation via SSSG switching allows for significant power saving at the expenses of a capacity decrease.
Observation 11: Using DCI 2_6 outside the C_DRX active time to adapt the SSSG monitoring has the potential to mitigate the capacity loss without heavily compromising the power saving.
Observation 12: When using PDCCH monitoring adaptation via SSSG switching, the best capacity and power saving tradeoff was observed when configuring SSSG0 with ks=2 and SSSG1 with ks=1.
Observation 13: Conclusion in Rel-17 NR UE power saving implies that UE does not monitor PDCCH for possible CG re-transmission scheduling.
Observation 14: As per agreement in Rel-17 NR UE power saving, the PDCCH skipping is terminated at end of active time, and UE shall monitor PDCCH during re-transmission timer (e.g. drx-HARQ-RTT-TimerUL) outside active time.
Observation 15: Network can mitigate the impact of UE not monitoring PDCCH during re-transmission window when PDCCH skipping is applid, by configuring the parameters properly. 
Observation 16: It is already possible to configure multiple overlapping CG, and this could be further extended to support dynamicity in UL CG operation for power saving purpses.

The observations discussed above lead to the followings proposals:
Proposal 1: To solve the misalignment issue, we propose to use a combination of static RRC configuration and dynamic L1/L2 signalling to perform both periodic and asynchronous realignment. 
Proposal 2: We propose to consider the adaptation of multiple parameters of the DRX configuration to solve the misalignment issue between the DRX cycle and XR traffic. 
Proposal 3: We propose to consider L1/L2 signalling and new DRX parameters to dynamically change some of the parameters of the DRX cycle in order to handle the jitter of quasi-periodic application like XR.
Proposal 4: We propose to consider automatic extension of UE Active Time of CDRX based on the frame arrival to enable enhanced power saving.
Proposal 5: Adopt DCI 2_6 outside the C_DRX active time to trigger SSSG switching for PDCCH monitoring adaptation.
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Appendix – Simulation settings 

In this Appendix, we summarize the main simulation settings used for evaluation.

1.1 Indoor Hotspot (InH) scenario
The carrier frequency is set to 4 GHz and 30 GHz for FR1 and FR2, respectively. System bandwidth is assumed to be 100 MHz for FR1 and for FR2 to compare achievable system capacity when propagation and antenna configuration change. Time division duplexing (TDD) is configured according to the first option, thus using “DDDSU” as radio frame. The smallest schedulable radio resource is the physical radio blocks (PRBs) of 12 subcarriers, each is of 30 kHz and 120 kHz for FR1 and FR2, respectively. The TTI size is set to 14 OFDM symbols, with one control symbol, always placed at the start of each TTI. The asynchronous HARQ Chase combing is adopted with maximum 3 HARQ retransmission before a packet is dropped (i.e., marked with an infinite radio latency). The transmit power of gNBs is set as follows: 31dBm with 100MHz (24dBm per 20MHz) in FR1, and 24dBm with (23dBm per 80MHz) in FR2. Table 3 lists the main parameters of the Indoor Hotspot deployment that are considered in this study.

[bookmark: _Ref114919380]Table 3 – Main parameters for Indoor Hotspot (InH) deployment
	Parameter
	Value

	Layout
	· 120m x 50m, Single layer (indoor floor, open office)
· 12 cells/TRPs
· ISD: 20m

	Channel model
	InH

	Carrier frequency
	FR1: 4 GHz
	FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
	FR2: 120 kHz

	System bandwidth
	FR1: 100 MHz
	FR2: 100 MHz

	BS height
	3 m

	UE height
	1.5 m

	BS noise figure
	FR1: 5 dB
	FR2: 7 dB

	UE noise figure
	FR1: 9 dB
	FR2: 13 dB

	BS receiver
	LMMSE-IRC

	UE receiver
	LMMSE-IRC

	Channel estimation
	Realistic (with ideal CSI)

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Tx power
	FR1: 31dBm (24dBm per 20MHz)
	FR2:  24 dBm (23dBm per 80MHz)

	UE Tx max power
	23 dBm

	TDD Frame structure
	DDDSU

	Cell Selection
	RSRP Slow Fading

	BS antenna configuration
	· Pattern: Ceiling-mount antenna radiation pattern
· Gain: 5 dBi
· Downtilt: 90°

	
	Configuration in FR1:
· 32 TxRU
· (M, N, P, Mg, Ng) = (4,4,2,1,1)
· (dH, dV) = (0.5, 0.5)λ
· (Mp, Np) = (4,4)


	Configuration in FR2:
· 2 TxRU
· (M, N, P, Mg, Ng) = (16, 8, 2,1,1)
· (dH, dV) = (0.5, 0.5) λ
· (Mp, Np) = (1,1)
Grid of Beams:
· Azimuth angles (degrees): 
{90, 90, 90, 112.5, 112.5, 112.5, 67.5, 67.5, 67.5, 140, 140, 140, 40, 40, 40}
· Elevation angles (degrees): 
{-30, 0, 30, -30, 0, 30, -30, 0, 30, -30, 0, 30, -30, 0, 30}

	UE antenna configuration
	· Pattern : Omni-directional,
· Gain : 0 dBi,
· Configuration :
2T/4R
(M, N, P, Mg, Ng) = (1,2,2,1,1) 
(dH, dV) = (0.5, 0)λ
(Mp, Np) = (1,2)
	· Pattern: UE radiation pattern model 1 (TR 38.901)
· Gain: 5 dBi
· Configuration (Option 1):
(M, N, P) = (1, 4, 2),
(dH, dV) = (0.5, 0)λ
(Mp, Np) = (1,1)
3 panels (left, right, top)

	Scheduler
	SU-MIMO, Proportional Fairness

	CSI acquisition
	Periodic CQI on 2 ms period

	PHY processing delay
	PDSCH decoding: 6 OFDM symbols

	PDCCH overhead
	Modelled

	Target BLER
	10% for first transmission

	Max HARQ transmission
	3

	HARQ scheme
	Chase combining




1.2 Dense Urban (DU) Scenario
The carrier frequency is set to 4 GHz and 30GHz for FR1 and FR2, respectively. System bandwidth has been fixed to 100MHz for both FR1 and FR2 to compare achievable system capacity when propagation and antenna configuration change. Time division duplexing (TDD) is configured according to the first option, thus using “DDDSU” as radio frame. The smallest schedulable radio resource is the physical radio blocks (PRB) of 12 subcarriers, each of 30kHz and 120kHz for FR1 and FR2, respectively. The TTI size is set to 14 OFDM symbols, with one control symbol, always placed at the start of each TTI. The asynchronous HARQ Chase combing is adopted with maximum 3 HARQ retransmissions before a packet is dropped (i.e., marked with an infinite radio latency). The transmit power of gNBs is set to 51 dBm (i.e., 44dBm for 20MHz). Table 4 lists the main parameters of the Dense Urban deployment that are considered in this study.

[bookmark: _Ref114919417]Table 4 – Main parameters for Dense Urban deployment
	Parameter
	Value

	Layout
	21 cells with wraparound (ISD: 200m)

	Channel model
	Uma

	Carrier frequency
	FR1: 4 GHz
	FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
	FR2: 120 kHz

	System bandwidth 
	FR1: Option 1: 100 MHz
	FR2: Option 1: 100 MHz

	BS height
	25m

	UE height
	hUT = 3(nfl – 1) + 1.5

	
	Outdoor: nfl = 1
	Indoor:
· nfl ~ uniform(1,Nfl)
· Nfl ~ uniform(4,8)

	BS noise figure
	FR1: 5 dB
	FR2: 7 dB

	UE noise figure
	FR1: 9 dB
	FR2: 13 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic (with ideal CSI)

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Tx power
	44 dBm per 20 MHz
51 dBm per 100 MHz

	UE Tx max power
	FR1: 23 dBm
	FR2: 23 dBm, maximum EIRP 43 dBm

	TDD Frame structure 
	Option 1: DDDSU

	Mechanical Downtilt
	Baseline: 12 degrees

	Cell Selection
	RSRP Slow Fading

	BS antenna configuration
	3-sector antenna radiation pattern, 8 dBi

	
	FR1: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2), (dH, dV) = (0.5λ, 0.5λ)
	FR2: 2TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1), (dH, dV) = (0.5λ, 0.5λ)
Grid of Beams
· Azimuth angles: {33.75, 56.25, 78.75, 101.25, 123.75, 146.25, 33.75, 56.25, 78.75, 101.25, 123.75, 146.25} degrees
· Elevation angles: {-12.5, -12.5, -12.5, -12.5, -12.5, -12.5, -57.5, -57.5, -57.5, -57.5, -57.5, -57.5} degrees

	UE antenna configuration
	FR1: Omni-directional, 0 dBi
	FR2: UE antenna radiation pattern model 1, 5dBi

	
	FR1: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5λ, -N/Aλ)
	FR2: (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
(Mp, Np)=(1, 1)

	Power control parameter
	Open loop, Alpha = 1, P0 = -106 dBm

	Scheduler
	SU-MIMO, Proportional Fairness

	CSI acquisition
	Periodic CQI on 2 ms period

	PHY processing delay
	PDSCH decoding: 6 OFDM symbols

	PDCCH overhead
	Modelled

	Target BLER
	10% for first transmission

	Max HARQ transmission
	3

	HARQ scheme
	Chase combining
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