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1. [bookmark: _Ref4683067] Introduction 
In last RAN1 meeting, RAN1 agreed to study following aspects for life cycle management (LCM): 
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


The initial list of common KPIs to evaluate the performance of AI/ML over air interface:
	The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 


The terminology ‘AI/ML model delivery’ and the corresponding description was included in the working list of terminologies for SI discussion. 
The sub-levels of network-UE collaboration were discussed. The views of different companies are still diverse and hard to converge. Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.
In this contribution, we discuss the terminologies, LCM aspects, network-UE collaboration levels and the potential work split between RAN1 and RAN2. 
2. Terminology
The terminology discussion always consumed lots of time and effort. This is not only because that companies have different understandings, but also because that companies have different views on how much details needs to be provided for those terminologies. In our understanding, the definition is intended to answer what to do and why (purpose) when necessary for those terminologies. It is meticulous and makes the definition cumbersome if more details are captured, e.g., explaining how to do. Such principle should be taken into consideration when discussing the terminologies and the descriptions.
[bookmark: OLE_LINK122]Proposal 1: RAN1 takes the principle into consideration that the definition for the terminology describes what to do and explains why to do when necessary.  
In RAN1#110 meeting, the definitions for online training and offline training were discussed and agreed as working assumption. It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies. 
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.


It can be noted that the definitions above only serve as guidance and there may be cases that may not exactly conform to these definitions. We agree that one important criterion to differentiate online and offline training is whether the AI/ML model being used for inference is also under training operation. However, we don’t think ‘real-time’ should be emphasized for on-line training. Jus as mentioned in the note, the notion of real-time is context-dependent and is relative to the inference timescale. It implies that the latency requirement for real time training is context-depended for each use case and the exact timescale for real time operation is hard to define. Taking open-RAN for example, non-real-time RIC (RAN intelligence controller) manages the events with a response time of 1s or more and near-real-time RIC manages the events with a response time from 10ms~1s.  In order not to inspire more discussion and avoid confusion, we can remove the characteristic of ‘(near)real-time’ from the definition for online training.
To simplify the discussion, online and offline training are differentiated by whether training is intertwined with inference or not. Online training means an AI/ML training process that is performed on an AI/ML model, which is being used for inference operation; offline training means an AI/ML training process that is performed on an AI/ML model, which is not being used under inference operation.
Proposal 2: The definitions of on-line and offline training consider whether the AI/ML model being used for inference is under training operation: 
· [bookmark: OLE_LINK123]Online training: An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
· Offline training: An AI/ML training process where the model is not being used is trained based on collected dataset, and where the trained model is later used or delivered for inference.
In RAN1#109-e meeting, model deployment is described as Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. In this definition, what ‘runtime image’ exactly mean is not clear. FL proposed to describe model deployment as Process of converting a trained AI/ML model into an executable form and delivering it to a target device where inference is to be performed. The conversion may happen before or after delivery. Based on the principle for terminology definition in proposal 1, we don’t need to mention how to deliver the AI/ML model to the target UE/gNB, i.e., in the format of runtime image, or executable format in a general way. For model deployment, the purpose is to integrate an AI/ML model into a UE/gNB, where inference can be performed. That’s for sure that the AI/ML model on the target UE/gNB should be executable. 
[bookmark: OLE_LINK124]Proposal 3: The definition of model deployment is revised as ‘Deploy of an AI/ML model to a target UE/gNB where inference is able to be performed’. 
In RAN1#110 meeting, the terminology ‘AI/ML model delivery’ and the corresponding description was included in the working list of terminologies for SI discussion. AI/ML model delivery is described as a generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.  An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc. It can be observed that there is some overlapping on the model exchange scenarios between model transfer and model delivery. Model transfer is one special case for model delivery, which is specific for model delivery over air interface. For the SI, one important objective is to figure out the specification impact. That’s why we can have the definition of model transfer which focuses on the model delivery over air interface, based on which different network-UE collaboration levels are categorized. The definition of model transfer targeting to model delivery over air interface is more meaningful for the SI discussion. 
Process of converting a trained AI/ML model into an executable form and delivering it to a target device where inference is to be performed. The conversion may happen before or after delivery. The definition of model transfer is kept as it is. The collaboration levels are still categorized by signaling and model transfer. 
[bookmark: OLE_LINK125][bookmark: OLE_LINK126][bookmark: OLE_LINK127]Proposal 4: The definition of model transfer is kept as the original description, i.e., model delivery over air interface. The network-UE collaboration Level y/Level z is differentiated by whether model transfer is involved. 
3. Collaboration Levels
3.1. Clarification on signaling-based collaboration
In last RAN1 meeting, one categorization way from signaling aspect is agreed to define network-UE collaboration levels: 
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings. FFS: Clarification is needed for Level x-y boundary. 
The boundary between Level x and Level y is whether there is signaling involvement. If what kinds of signaling required in Level y/z can be clarified, the boundary between Level x and Level y/z will be clear.  The signaling here refers to both NAS and AS signaling over the air interface to enable AI/ML operation.
The signaling required for AI/ML operation can consider the following aspects: signaling for data collection, assistant information for training and inference, signaling for model monitoring/updating, signaling for model transfer and UE capability reporting. 
Data collection is the process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference. The signaling for data collection means the signalings, which is used to configure and control the data collection process.  Considering the data like L1-RSRP, CSI report, etc., are also carried by L1 signaling, it should be clarified whether the data itself is considered as signaling or not in the context of ‘signaling-based collaboration’, especially when the data is the existing L1 measurements and reports.  For example, even though there is no collaboration between UE and gNB in level x, it is very likely that the AI/ML training and inference is performed based on the data collected from existing measurement and report. In this case, we don’t think the data alone is not considered as signaling in the context of ‘signaling-based collaboration’.
The signaling considers the assistant information for training and inference, such as the TX beam pattern information transmitted from the network to UE for beam temporal /spatial prediction if AI/ML model training and inference is performed at the UE side. The signaling needs to support model monitoring, e.g., performance feedback to the peer node if the functions of model monitoring and model inference are not co-located. 
If the AI/ML operation requires new UE capability relevant to AI/ML operation, it is also considered as one aspect of signaling-based collaboration, in Level y or Level z. 
Proposal 5: The signaling in the context of ‘signaling-based collaboration’ refers to the NAS or AS signaling over the air interface to enable AI/ML operation.  The data alone is not considered as signaling.
Proposal 6: The signaling in the ‘signaling-based collaboration’ considers the following aspects: signaling for data collection, assistant information for training and inference, signaling for model monitoring/updating, signaling for model transfer and UE capability reporting. 
Where the AI/ML models are stored determines through which tunnel (CP or UP) the AI/ML model should be transferred. There are three options to transfer the AI/ML model to the peer entity, depending on where the AI/ML models are stored, just as illustrated in Table 1. The options listed below consider both model download and model upload. 
· Option 1: AI/ML model stored in RAN and transferred through RRC
· Option 2: AI/ML model stored in CN and transferred through NAS signaling
· Option 3: AI/ML model stored in OTT server and transferred through UP traffic
Table 1 Different options to support model transfer over air interface
	[bookmark: OLE_LINK130]Opt
	Model Download
	Model Upload
	Protocols to support model transfer

	Opt.1
	RAN node
Model Download

	RAN node
Model Upload

	[image: ]

	Opt. 2
	RAN node
CN
Model Download

	RAN node
CN
Model Upload

	[image: ]

	Opt. 3
	RAN node
CN
OTT server
Model Download or model upload

	


It is obvious that option 1 and option 2 requires procedure and signaling support over RRC and NAS layer, it should belong to Level z. One question is whether option 3, i.e., model transfer over UP traffic is considered as Level y or Level z. Originally, we assumed that model transfer over UP traffic is transparent to gNB.  Based on this assumption, it is not expected additional procedure/signaling is required. However, it may not be necessarily true. Even if the model is transferred through UP traffic, gNB needs to be aware that the specific UP traffic taken by a logical channel is for model transfer, so that gNB can perform model monitoring and model management. Different from conventional UP packets, which are received and delivered to upper layer, e.g., application layer, the UP contents may need to be parsed and delivered to lower layer to perform the AI/ML inference. How UP packets should be handled belongs to RAN2 scope. RAN1 can’t assume that model transfer over UP traffic has no spec impact. In order to make a clear boundary between Level y and Level z, if there is model transfer over the air interface, no matter whether it is CP-based or UP-based, it should be considered as Level z. How to perform model transfer should be discussed in RAN2. 
[bookmark: OLE_LINK131]Proposal 7: If there is model transfer over the air interface either through CP or UP, it is considered as Level z. 
When the AI/ML is transferred between the network and UE, one important issue is in what kind of format the model is transferred. Two approaches were mentioned in RAN1 discussion. One approach is that the AI/ML model is transferred in the format of runtime image, i.e., one entity transfers the AI/ML model runtime image directly to the other entity. The other approach is that the AI/ML model is transferred through a specific format specified by 3GPP. However, the model transfer format should also be discussed by RAN2. RAN1 should discuss what kind of information needs to be transferred, i.e., model structure+ parameters or parameters only. 
[bookmark: OLE_LINK132]Proposal 8: For model transfer, RAN1 focuses on what kind of information needs to be delivered for model transfer. RAN1 leaves model transfer channel (CP or UP) and model transfer format to RAN2 discussion. 
Since majority of the discussion for model transfer will be in RAN2, RAN1 should not do the prioritization for the different collaboration levels without RAN2 evaluation and input. 
[bookmark: OLE_LINK133]Proposal 9: RAN1 should not prioritize any network-UE collaboration levels without RAN2 evaluation and input.  
3.2. Extension of Signaling-based collaboration levels
In last RAN1 meeting, two ways to categorize the collaboration levels were discussed: 
1) Definition based on the level of signaling: signaling-based only, signaling and model transfer
2) Definition based on inference-based collaboration: one-sided model, joint inference over two-sided model
The main reason to have the signaling-based categorization is that implies the potential specification/signaling impact at high level. Based on the discussion in section 4.1, it can be observed that the meaning of ‘signaling’ requires more clarification and ‘signaling-based’ categorization for Level x, y, z is still rough, which doesn’t reflect the exact interaction between UE and network. On the other hand, the signaling is the consequence of the network-UE collaboration, but not the collaboration itself. It is better to define the collaboration levels in a finer granularity, considering various levels of network-UE collaboration targeting at separate or joint ML operation, just as mentioned in the SID. 
The signaling-based collaboration levels agreed in last RAN1 meeting should be extended to consider the AI/ML operation, i.e., One-sided or Two-sided AI/ML model. 
Level y is extended as follows:
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
Level z is extended as follows:
· Level z-a: Signaling-based collaboration for one-sided model with model transfer
· Level z-b: Signaling-based collaboration for two-sided model with model transfer
The mapping between the network-UE collaboration levels and different sub-use cases are provided in Table 1. The intention to define the different collaboration levels is to abstract the potential options to implement AI/ML in the specifications. It should be flexible and future extensible to accommodate all the possibilities. 
Table 1 Mapping between collaboration-levels and use cases
	Collaboration levels
	Description
	Example of use cases

	Level x
	· AI operation at one side is transparent to the other side. 
· No need of signaling exchange for AI operation
	RAN3 intelligence for mobility management, load balance and energy saving

	Level y-a
	· Need signaling exchange for AI operation
· No AI model transfer
· AI operation at one side
	AI-based Beam management option 1: Model training and inference at the network side.
AI-based Beam management option 2: Model training and inference at the UE side.

	Level y-b
	· Need signaling exchange for AI operation
· No AI model transfer
· AI operation at two sides
	[bookmark: OLE_LINK117]AI-based CSI feedback: Type 2 training, Type 3 training.  


	Level z-a
	· Need signaling exchange for AI operation
· Need AI model transfer
· AI operation at one side
	It allows the possibility that training is performed at the network side, while inference is performed at the UE side, or vice versa. 


	Level z-b
	· Need signaling exchange for AI operation
· Need AI model transfer
· AI operation at two sides
	AI-based CSI feedback: Type 1 training




Proposal 10: Extend the signaling-based collaboration levels to consider one-sided and two-sided models:
· Level x: No collaboration
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
· Level z-a: Signaling-based collaboration for one-sided model with model transfer
· Level z-b: Signaling-based collaboration for two-sided model with model transfer
4. Life Cycle Management
Although one-sided and two-sided model are defined as two types of inference operations, the ways for data collection, model training, model deployment, model monitoring, model update and model transfer are distinctively different between one-sided and two-sided model. 
For model inference, the AI/ML operation for one-sided and two-sided model is totally different. For two-sided mode, inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.
For CSI compression with two-sided model, three types of training collaborations were identified, and other collaboration types are not excluded. 
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
For one-sided model, modal training is only performed at one side, e.g.  UE side or network side. For example, for the sub use case BM-Case1 and BM-Case2, two alternatives are agreed, i.e., Alt.1: AI/ML model training at NW side; Alt.2: AI/ML model training at UE side. It is observed that the training process for one-sided and two-sided model are totally different and model training for two-sided model is more complicated than one-sided model. 
For data collection, if model is trained at one side, e.g., Type1 training for the two-sided model or training for one-sided model, it is very likely that the data is collected and stored at the side where training is performed. If model is trained at both sides, e.g., Type 2 and Type 3 training for the two-sided model, the dataset may be shared or separately owned by both sides. How to share the dataset or separately collect the data for two-sided model should be further studied. 
The mechanism of model monitoring both one-sided and two-sided model may also be different. The purpose of model monitoring is to monitor the inference performance of the AI/ML model, which may trigger model update, i.e., retrain or fine tune an AI/ML model to improve the model inference performance. The input of the model monitoring function is the output of the inference function. The model monitoring function should try to derive the intermediate KPIs or the system performance to evaluate the inference performance. The output of the model monitoring function is the decision on whether to retain or fine-tune the AI/ML model. The decision should be passed to the training function. For one-sided model, if model training and model inference are located at the same entity, it’s very likely that model monitoring at least for intermediate KPI is performed by the same entity. For two-sided model, where to locate the monitoring function needs to be studied further with following possibilities, i.e., model monitoring at UE side, network side or both sides. 
Considering the differences between one-sided and two-sided model in terms of data collection, model training, model monitoring and model inference, it is straightforward to study LCM for one-sided model and two-sided model separately.  
[bookmark: OLE_LINK128]Proposal 11: Study LCM for one-sided model and two-sided model separately from the aspects of data collection, model training, model monitoring and model inference. 
Even if LCM for one-sided and two-sided model are different in the aspects of data collection, model training, model inference and model monitoring, some other aspects can be common for one-sided and two-sided model. 
For Type 1 training in two-sided model, model transfer is required. However, model transfer for one-sided model may not be necessarily if model training and model inference are located at the same entity. For example, for the sub use case BM-Case1 and BM-Case2, it’s possible that AI/ML model training and inference are performed at the same entity, i.e., at the UE side or at the network side. In this case, model transfer is not required. Even though the need of model transfer is use case specific, model transfer can be performed in a common way with common format. It is also desired that one common mechanism for model management is desired for different use cases with either one-sided or two-sided model. 
[bookmark: OLE_LINK129]Proposal 12: The mechanisms for model transfer, model configuration, model activation/deactivation, fallback and UE capability reporting should be common for different use cases with either one-sided or two-sided model. 
5. RAN1/RAN2 Work Split
RAN2 will start Rel-18 AI/ML SI in October. Proper work split between RAN1 and RAN2 for this SI is important. According to the SI, for protocol aspects, RAN2 only starts the work after there is sufficient progress on the use case study in RAN1. 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
RAN1 and RAN2 should avoid duplicated discussion and contradictive conclusions. In last RAN1 meeting, RAN1 draw the conclusion that AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion. One aspect identified for RAN2/RAN3 to work on is AI/ML functionality mapping within the network. However, the conclusion is not enough to initiate the discussion in RAN2 and doesn’t define RAN2 work tasks clearly. It is worthwhile to discuss how to split RAN1 and RAN2 work for the general framework discussion. 
RAN1 discussion should focus on network-UE interaction. RAN1 should identify the network-UE interaction for each use case and generalize the different network-UE interactions into different collaboration levels. 
Therefore, RAN2 discussion should focus on how to realize those network-UE interactions through procedures and signalings. RAN2 can figure out the procedures/signalings mainly for life cycle management:
· Data collection including assistance information providing for training and inference
· Model transfer, model monitoring
· Model configuration
· Model selection, activation, deactivation, switching, and fallback operation
· UE capability reporting
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]Proposal 13: RAN1 should focus on identify the interaction between UE and gNB for each use case and leave the procedure and protocol impact to RAN2. 
6. Conclusion
In summary, based on the above discussion we have the following proposals:
Proposal 1: RAN1 takes the principle into consideration that the definition for the terminology describes what to do and explains why to do when necessary.  
Proposal 2: The definitions of on-line and offline training consider whether the AI/ML model being used for inference is under training operation: 
· Online training: An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
· Offline training: An AI/ML training process where the model is not being used is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Proposal 3: The definition of model deployment is revised as ‘Deploy of an AI/ML model to a target UE/gNB where inference is able to be performed’. 
Proposal 4: The definition of model transfer is kept as the original description, i.e., model delivery over air interface. The network-UE collaboration Level y/Level z is differentiated by whether model transfer is involved. 
Proposal 5: The signaling in the context of ‘signaling-based collaboration’ refers to the NAS or AS signaling over the air interface to enable AI/ML operation.  The data alone is not considered as signaling.
Proposal 6: The signaling in the ‘signaling-based collaboration’ considers the following aspects: signaling for data collection, assistant information for training and inference, signaling for model monitoring/updating, signaling for model transfer and UE capability reporting. 
Proposal 7: If there is model transfer over the air interface either through CP or UP, it is considered as Level z. 
Proposal 8: For model transfer, RAN1 focuses on what kind of information needs to be delivered for model transfer. RAN1 leaves model transfer channel (CP or UP) and model transfer format to RAN2 discussion. 
Proposal 9: RAN1 should not prioritize any network-UE collaboration levels without RAN2 evaluation and input.  
Proposal 10: Extend the signaling-based collaboration levels to consider one-sided and two-sided models:
· Level x: No collaboration
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
· Level z-a: Signaling-based collaboration for one-sided model with model transfer
· Level z-b: Signaling-based collaboration for two-sided model with model transfer
Proposal 11: Study LCM for one-sided model and two-sided model separately from the aspects of data collection, model training, model monitoring and model inference. 
Proposal 12: The mechanisms for model transfer, model configuration, model activation/deactivation, fallback and UE capability reporting should be common for different use cases with either one-sided or two-sided model. 
Proposal 13: RAN1 should focus on identify the interaction between UE and gNB for each use case and leave the procedure and protocol impact to RAN2. 
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