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Introduction
A new study item “Study on Artificial Intelligence and Machine Learning for NR air-interface” has been approved for Rel.18 [1]. The objective is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. The initial set of use cases includes CSI feedback enhancement, beam management, and positioning accuracy enhancements. This document provides our view on evaluation methodology on AI/ML for CSI feedback enhancement.
Discussion
Remaining issues of the EVM table
One of remaining issues of the EVM table is whether the full buffer can be optionally considered or taken as the baseline as the same as FTP model. In RAN1#110, the following proposal was discussed.
Proposal in RAN1#110:
· For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘traffic model’ in the baseline of EVM is captured as follows.
	Traffic model
	FTP model 1 with packet size 0.5 Mbytes as a baseline
Other FTP model is not precluded.
Full buffer model is not precluded at least for the purpose of calibration and/or comparing results, while the conclusions for the use cases in the SI should be drawn based on FTP model.


Our view is that the capability to adapt the variation of the interference is important for CSI feedback. Full buffer model means the variation of the interference is only from channels of neighbour cells. FTP model means the variation of the interference is from the channel and traffic. In addition, “time/frequency resource is fully utilized” is said as not realistic in the actual deployment. Therefore, we think to use FTP model is more important and then, we support the proposal in RAN1#110.
Proposal 1: For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, for ‘traffic model’, full buffer model is not precluded at least for the purpose of calibration and/or comparing results, while the conclusions for the use cases in the SI should be drawn based on FTP model.

In RAN1#109e, following agreement was made.
	Agreement in RAN1#109e
· For the evaluation of the AI/ML based CSI feedback enhancement, for ‘channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)
· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: The ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS whether ideal channel estimation is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation
In RAN1#110, as an FFS issue, whether the ideal channel estimation results are applied for data set construction, or performance evaluation / inference were discussed, and the following options were identified.
	Proposal in RAN1#110
· In the evaluation of the AI/ML based CSI feedback enhancement, for ‘channel estimation’, if ideal DL channel estimation is optionally considered, regarding dataset construction and performance evaluation/inference, which of the following options is taken?
· Option 1: Ideal channel estimation is used for both dataset construction and inference.
· Option 2: Ideal channel estimation is used for dataset construction, and realistic channel estimation is used for inference.
· Option 3: Ideal channel estimation is used for dataset construction, whether to adopt ideal channel estimation or realistic channel estimation for inference is reported by companies.
Our view is that Option 1 would simplify the simulation effort and be easier to see the merit of AI/ML based CSI feedback enhancement. Depending on the gain, realistic channel estimation can be used to see the real gain and to make the final observation.
Proposal 2: In the evaluation of the AI/ML based CSI feedback enhancement, for ‘channel estimation’, if ideal DL channel estimation is optionally considered, ideal channel estimation is used for both dataset construction and inference.

As another FFS issue related to channel estimation, whether the target CSI should consider ideal channel even under the realistic channel estimation, was discussed. In RAN1#110, the following options were identified.
	Proposal in RAN1#110
· In the evaluation of the AI/ML based CSI feedback enhancement, for ‘channel estimation’, if realistic DL channel estimation is considered, regarding how to calculate the intermediate KPI of CSI accuracy, Option 1 in below is adopted.
· Option 1: Use the target CSI from ideal channel and use output CSI from the realistic channel estimation
· Option 2: Use the target CSI from realistic channel estimation and use output CSI from the realistic channel estimation
· Option 3: Companies to report the target CSI is from ideal channel or from the realistic channel estimation
vivo and DOCOMO argued that intermediate KPI is used to express the accuracy of AI model for CSI compression. Since both AI/ML scheme and non-AI/ML scheme suffer from the channel estimation error, the gain of channel estimation and the gain of CSI compression can be studied separately. We share their view and then, the same channel estimation (ideal or realistic) should be used for target CSI and output CSI.
Proposal 3: In the evaluation of the AI/ML based CSI feedback enhancement, for ‘channel estimation’, if realistic DL channel estimation is considered, use the target CSI from realistic channel estimation and use output CSI from the realistic channel estimation.

Remaining issues of the KPI
One of FFS issue on KPI is, when SGCS is selected as the intermediate KPI, then for rank > 1 case, how to obtain the intermediate KPI by calculating the SGCS. There are three methods identified in the agreement of RAN1#109e as listed below.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers
· Method 3: SGCS is separately calculated for each layer (e.g., for  layers,  SGCS values are derived respectively, and comparison is performed per layer)
In our view, SGCS calculation for rank > 1 depends on how training is carried out and whether rank/layer is from AI/ML or from conventional identification. For example, following approaches are considered on AI/ML model setting for rank > 1.
· Approach 1: Separate AI/ML models are trained per rank and applied for corresponding ranks to perform individual inference.
· Approach 2: A unified AI/ML model is trained and applied for each rank to perform individual inference.
· Approach 3: A unified AI/ML model is trained and applied for adaptive ranks to perform inference.
For Approach 1 and 3, the accuracy of AI/ML based CSI compression would have different effects on different ranks/layers. In such case, averaging SCGS over all layers evenly may make identifying the performance gain for each layer difficult. For Approach 2, since different ranks can be handled by unified AI/ML, average over all layers can work well.
Proposal 4: SGCS calculation for rank > 1 should depend on how training is carried out and whether rank/layer is from AI/ML or from conventional identification.

Conclusion
In this contribution, we provide our view on the remaining issues on evaluation methodology and KPI on AI/ML for CSI feedback enhancement. We made following proposals.
Proposal 1: For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, for ‘traffic model’, full buffer model is not precluded at least for the purpose of calibration and/or comparing results, while the conclusions for the use cases in the SI should be drawn based on FTP model.
Proposal 2: In the evaluation of the AI/ML based CSI feedback enhancement, for ‘channel estimation’, if ideal DL channel estimation is optionally considered, ideal channel estimation is used for both dataset construction and inference.
Proposal 3: In the evaluation of the AI/ML based CSI feedback enhancement, for ‘channel estimation’, if realistic DL channel estimation is considered, use the target CSI from realistic channel estimation and use output CSI from the realistic channel estimation.
Proposal 4: SGCS calculation for rank > 1 should depend on how training is carried out and whether rank/layer is from AI/ML or from conventional identification.
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