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Introduction
In previous RAN #110 meeting, many agreements [1] have been reached for the evaluation methodology, the remaining issues are mainly three aspects: the implementation imperfections, the evaluation of model generalization and the label obtaining. This contribution gives Fujitsu’s views on these aspects.

Implementation imperfections
The evaluation results from multiple companies had shown that there can be big performance improvements when AI/ML model applied in both direct and indirect methods. One further issue is how can the AI/ML model deal with the imperfections of the wireless network introduced by the implementations of network entities. One agreement had been made during the RAN1#110 meeting as below:

	Agreement
For AI/ML-based positioning, study impact from implementation imperfections.



This agreement has been shortened and simplified that omitted most of the details after several rounds of e-mail online discussions, the original proposals included detailed items of imperfections like UE clock drift, network synchronization error and so on. 
In release 16 and 17 of the NR positioning enhancement discussion, there were multiple ways for mitigating such imperfections by optimizing the conventional methods, e.g., for the time-based TDOA positioning methods, the conception of timing error group (TEG) was proposed to estimate the approximate timing error ranges of different transmitter/receiver pairs or TX/RX internal hardware branches. However, due to the nature of the randomness of these system imperfections themselves, it is barely impossible to capture the exactly accurate errors mathematically, even if some relatively accurate errors can be found, the system can simply compensate the offset of the errors to eliminate the imperfections itself. Therefore, from the simulation, it is important to evaluate the performance degradation for AI models after inducing the imperfections and consequently the impacts for model generalization and related specification impacts.
Our simulation results can be found in figure 1 below, two datasets with perfect and imperfect synchronization errors were generated and taken as the inputs of both conventional DL-TDOA and AI/ML positioning methods to calculate/infer the UE’s locations. The algorithms of DL-TDOA and the models of AI/ML positioning are inherited from the proposed structures in our previous contribution [2] of RAN1#110 meeting. Both of the datasets are comprised of multiple drops of UE distributions and the AI model is direct fingerprint which uses CIR as the model input. According to the simulation results, the following observation and proposal are given. 
Observation 1 Introducing system imperfections leads to considerable degree of performance degradation for the conventional TDOA methods while it has only minor impacts for the AI/ML direct positioning method. The AI/ML model has the capability to compensate the internal imperfections of the system implementation.
Proposal 1 The implementation imperfection elements are suggested to be included in the evaluation methodology of the AI/ML positioning due to the model capabilities of imperfection compensation.
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Figure 1 	Impacts of introducing synchronization errors into wireless positioning

Evaluation on model generalization
It has been proved that one principal issue for AI/ML positioning is the model generalization, especially for the direct fingerprint method using CIR/CFR/PDP as the model input. The following agreements have been made as below:

	Agreement
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
(a) Different drops
· Training dataset from drops {A0, A1…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1…, AN-1}). Here N>=1.
(b) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m}).
(c) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error.
· Other aspects are not excluded.
Note: It’s up to participating companies to decide whether to evaluate one aspect at a time or evaluate multiple aspects at the same time.



	Agreement
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(d) UE/gNB RX and TX timing error. 
· The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).



The model generalization results for different drops had been evaluated in the previous contribution of RAN1#110 meeting. In this contribution, we have evaluated the model generalization between the dataset with no synchronization error among gNBs and dataset with up to 50ns sync errors as defined in TS38.857. Two models have been trained for the two datasets respectively and the model generalizations were conducted for both of the models. The simulation results of direct AI/ML positioning can be found in figure 2 below.
There are four curves sketched in figure 2 which labelled ‘pp’, ‘ss’, ‘sp’, and ‘ps’ respectively, the exact meaning can be found in the following table 1:

Table 1 The explanation of the legend of figure 2
	pp
	AI/ML model trained with dataset of perfect sync and inferred with dataset of perfect sync.

	ss
	AI/ML model trained with dataset of sync error and inferred with dataset of sync errors.

	sp
	AI/ML model trained with dataset of sync error and inferred with dataset of perfect sync.

	ps
	AI/ML model trained with dataset of perfect sync and inferred with dataset of sync errors.



As can be seen from the four curves, the 90% positioning accuracy can be achieved for 4.3m, 7.9m, 13.6m and 19m for the above four configurations, observation can be concluded as follows:
Observation 2 The direct AI/ML positioning models are sensitive to the synchronization errors among gNBs, a dramatic performance degradation can be witnessed by introducing synchronization errors.
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Figure 2 	Simulation results of the direct AI/ML model generalization with and without sync errors.
	

Label obtaining
One of the chronical issues of AI/ML positioning is the difficulty of ground truth label obtaining. In the simulation, the ground truth can be known as the pre-requisite but in the live network these labels are almost impossible to be obtained. It has been agreed the followings in the last meeting:

	Agreement
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
· Percentage of training data without label, if incomplete labeling is considered in the evaluation
· Imperfection of the ground truth labels, if any

Agreement
For evaluation of AI/ML based positioning, study the performance impact from availability of the ground truth labels (i.e., some training data may not have ground truth labels). The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.


From our point of view, the algorithm details can be treated as implementation issue, such as whether supervised or unsupervised learning is performed. The more important point is to figure out the label related model monitoring procedure: firstly, if the imperfect labels are used for model re-training or fine-tuning, how to guarantee the model output performance, and if imperfect labels will work as the negative samples during the original training; secondly, if only imperfect labels can be obtained in the live network, how to know the deviations between the imperfect label and the ground truth to perform the lifecycle management. Therefore, the following proposal is given.
Proposal 2 It is suggested to have more studies on the imperfect or noisy labels for both the benefits and the potential disadvantages, companies are encouraged to provide more detailed and general evaluation results when using imperfect labels.

Conclusion
Observation 1 Introducing system imperfections leads to considerable degree of performance degradation for the conventional TDOA methods while it has only minor impacts for the AI/ML direct positioning method. The AI/ML model has the capability to compensate the internal imperfections of the system implementation.
Proposal 1 The implementation imperfection elements are suggested to be included in the evaluation methodology of the AI/ML positioning due to the model capabilities of imperfection compensation.
Observation 2 The direct AI/ML positioning models are sensitive to the synchronization errors among gNBs, a dramatic performance degradation can be witnessed by introducing synchronization errors.
Proposal 2 It is suggested to have more studies on the imperfect or noisy labels for both the benefits and the potential disadvantages, companies are encouraged to provide more detailed and general evaluation results when using imperfect labels.
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Appendix

As the following agreement indicates, the simulation details are provided.

	Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is adopted for reporting the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description] 
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	
	
	
	
	
	
	
	
	



To report the following in table caption: 
· Which side the model is deployed
· Model generalization investigation, if applied
· Short model description: e.g., CNN
Further info for the columns:
· Model input: input type and size
· Model output: output type and size
· Label: meaning of ground truth label; percentage of training data set without label if data labeling issue is investigated (default = 0%)
· Clutter parameter: e.g., {60%, 6m, 2m}
· Dataset size, both the size of training/validation dataset and the size of test dataset
· AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
· Horizontal positioning accuracy: the accuracy (in meters) of the AI/ML based method
Note: To report other simulation assumptions, if any.




Table A1. Evaluation results for AI/ML model deployed on UE-side, without model generalization CNN+FNN
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	CIR
	UE location
	UE location
	662
	30000
	6000
	Num of parameters < 1.5M
	FLOPS
1.14M
	Perfect sync:4.3m
Sync error: 7.9m






Table A2. Evaluation results for AI/ML model deployed on UE-side, with model generalization with and without sync error CNN+FNN
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	CIR
	UE location
	UE location
	662
	30000
	6000
	Num of parameters < 1.5M
	FLOPS
1.14M
	1) model trained on perfect and tested on sync error dataset: 19m.
2) model trained on sync error and tested on perfect dataset: 13.6m.



Note: 18 gNBs, 20UEs per gNB, 100drops, totally 18*20*100 = 36000UEs, 30000 for training and 6000 for inference, two datasets of same size are used for perfect sync and sync error.
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