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1. [bookmark: _Ref521334010]Introduction
In RAN1#110 meeting, the following agreements were agreed [1].
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.

Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above


In this document, we share our views on the sub use cases and some potential spec impacts for AI/ML-based positioning enhancement.
2. Discussion
2.1. Sub use cases 
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]In RAN1#110, both direct AI/ML positioning and AI/ML assisted positioning were agreed to enhance AI/ML positioning accuracy. For the direct AI/ML positioning method, the output of AI/ML model inference is UE location. The function of AI/ML model is to estimate UE’s position, and it can be considered as a sub use case of AI/ML positioning. For AI/ML assisted positioning method, the output of AI/ML model inference is new measurement and/or enhancement of existing measurement. For traditional positioning methods, delay and angle estimation is widely used to support UE-based, UE-assisted/LMF-based and NG-RAN node assisted positioning. Timing and/or angle of measurements such as ToA/AoA/AoD estimation can be taken as a possible sub use case for AI/ML assisted positioning. In addition, AI/ML-based LOS/NLOS identification has been discussed in Rel-17 positioning, which can also be taken as a possible sub use case for AI/ML assisted positioning. The details of these three sub use cases are described below.
· [bookmark: OLE_LINK37][bookmark: OLE_LINK38][bookmark: OLE_LINK35][bookmark: OLE_LINK36]Sub use case 1: AI/ML model is used to directly estimate UE’s position
AI/ML model is used to directly estimate UE’s position without intermedium ToA/AoA/AoD estimation. The input of AI/ML model can be channel observation such as channel impulse response (CIR), channel frequency response (CFR) in frequency domain, RSRP and other types of channel observation. As shown in Figure 1, CIR is assumed as the input of AI/ML model, and the AI/ML model can be deployed at UE or LMF side. 
[image: ]
[bookmark: _Ref111122046]Figure 1: AI/ML model is used to directly output UE’s position
· Sub use case 2: AI/ML model is used to estimate timing and/or angle of measurements
[bookmark: OLE_LINK11][bookmark: OLE_LINK12]Among the currently supported positioning methods, DL-TDOA, UL-TDOA and Multi-RTT perform position estimation based on time domain measurement, and DL-AoD and UL-AoA perform position estimation based on spatial domain measurement. The time and angle measurements are intermedium quantities for positioning. Then the AI/ML model can be used to replace traditional algorithms to estimate time and angle measurements such as ToA/AoA/AoD. The traditional methods can be used to perform UE position calculation based on estimated ToA/AoA/AoD, as shown in Figure 2. The AI/ML model may be deployed at UE, gNB or LMF side.
[image: ]
[bookmark: _Ref111122290]Figure 2: AI/ML model is used to estimate timing and/or angle of measurements
Another possible solution is to use AI/ML model to estimate timing and/or angle of measurements, and another AI/ML model is used to perform UE position estimation based on the estimated timing and/or angle of measurements. In this case, two AI/ML models may be deployed at UE side and LMF side respectively.
· [bookmark: OLE_LINK39][bookmark: OLE_LINK40]Sub use case 3: AI/ML model is used to identify LOS/NLOS
Additional delay of NLOS may affect the determination of the first path and sharply reduce the ToA estimation accuracy, thereby deteriorating the final positioning accuracy. In Rel-17 positioning enhancement, several typical NLOS and multipath identification solutions were proposed, e.g. LOS/NLOS identification information can be defined as a function of Rice factor in the time domain, the variance of CFR in the frequency domain, or the combination of the above two parameters. The LOS/NLOS identification information can help identify and select LOS paths between TRPs and UE for mitigating the influence of NLOS. Soft values with [0, 0.1, …, 0.9, 1] and hard values with [0, 1] were introduced for LOS/NLOS indicator reporting from UE/TRP. AI/ML-based approach can be used to replace these traditional solutions to identify LOS/NLOS. The input of AI/ML model is channel observation information like CIR or CFR, as shown in Figure 3. For LOS/NLOS indicator reporting with soft values, the output of AI/ML model is the probability of LOS or NLOS, e.g., the output is the probability of LOS. For LOS/NLOS indicator reporting with hard values, the output is the categorization of LOS or NLOS, which is a typical classification problem from view of AI/ML-based approach. The identified LOS or NLOS can be used to support reporting of LOS/NLOS indicators and assist in the eventual position estimation.
[image: ]
[bookmark: _Ref111122943]Figure 3: AI/ML model is used to identify LOS/NLOS
In summary, it is preferred to focus on UE’s position estimation, timing and/or angle of measurement estimation and LOS/NLOS identification based on AI/ML model in Rel-18 research firstly. And other potential sub use cases, e.g. AI/ML-based positioning using historical time-domain information, can be taken as possible enhancements for the next stage of research.
Proposal 1: Consider the following sub use cases in Rel-18 AI/ML-based positioning:
· AI/ML model is used to directly output UE’s position;
· AI/ML model is used to estimate timing and/or angle of measurement, e.g. ToA/AoA/AoD estimation;
· AI/ML model is used to identify LOS/NLOS.
2.2. [bookmark: _Ref111129943]One-side model and two-side model
[bookmark: OLE_LINK41][bookmark: OLE_LINK42]AI/ML model can be deployed at UE-side or Network-side or both UE and network side. Compared to one-sided model, two-sided model is more complicated. For direct AI/ML positioning, when AI/ML model is deployed at LMF side to estimate UE’s position, a possible solution of one-sided model is that UE obtains DL-PRS channel observations such as CIR and transfers these channel observations to LMF for AI/ML model inference. However, the resource overhead of transferring the DL-PRS channel observations may be large. In this case, an AI/ML model can be adopted to compress the DL-PRS channel observations at UE side, and the compressed channel observations will be used as the input of the AI/ML model at LMF side. This two-sided model may be beneficial in resource overhead for transferring the compressed channel observations.
Proposal 2: For direct AI/ML positioning, both one-sided AI/ML model and two-sided AI/ML model can be considered.
2.3. [bookmark: _Ref111129927]Specification impacts
In current TS 38.305, UE-based, UE-assisted/LMF-based, and NG-RAN node assisted positioning methods are supported. The suffixes "-based" and "-assisted" refer respectively to the node that is responsible for making the positioning calculation (and which may also provide measurements) and a node that provides measurements (but which does not make the positioning calculation). For UE-based, UE-assisted/LMF-based, and NG-RAN node assisted positioning methods, the AI/ML model training and inference may be performed at the same node or different nodes, some possible combinations are given in Table 1. The combination of UE/gNB/TRP-side training and LMF-side inference is not considered in our contribution, since LMF side needs to store too much AI/ML models if each UE/gNB/TRP transmits an AL/ML model to LMF side for model inference. 
[bookmark: _Ref115109409]Table 1: AI/ML model training and inference combinations
	Positioning methods
	Training node
	Inference node
	Examples

	UE-based positioning
	UE
	UE
	AI/ML model is used to directly estimate UE’s position and CIR is taken as input.

	
	LMF
	UE
	

	UE-assisted/LMF-based positioning
	UE
	UE
	AI/ML model is used to estimate LOS/NLOS at UE side, and the LOS/NLOS indicators are transmitted to LMF side for assisting positioning calculation. 

	
	LMF
	UE
	

	
	LMF
	LMF
	Timing and/or angle of measurements is estimated at UE side by traditional algorithms, and the estimated result is transmitted to LMF side to be taken as the AI/ML model input.

	NG-RAN node assisted positioning
	gNB/TRP
	gNB/TRP
	AI/ML model is used to estimate timing and/or angle of measurements at gNB/TRP side, and the estimated results are transmitted to LMF side for positioning calculation.

	
	LMF
	gNB/TRP
	

	
	LMF
	LMF
	Timing and/or angle of measurements is estimated at gNB/TRP side by traditional algorithms, and the estimated result is transmitted to LMF side to be taken as the AI/ML model input.


For different AI/ML model training and inference combinations, the specification impacts are different. We will continue analysis on the specification impacts containing data collection, AI/ML model training and inference and AI/ML model monitoring and update.
2.3.1. Data collection
· Data collection for AI/ML model training
The data collection is related with AI/ML model training and AI/ML model inference. For data collection of AI/ML model training, the collected data contains channel observation and corresponding label, which may be ground truth label or noisy ground truth label. If the data is collected from PRU, the label is a ground truth label. Since an UE does not know the exact UE’s position, the label collected from the UE is partial and/or noisy ground truth label. Considering significant performance for AI/ML model trained with ground truth label in our companion contribution [2], it is preferred that PRU is at least used to collect data containing the channel observation and ground truth label. To use partial and/or noisy ground truth labels can enlarge the data set. However, whether and how to use the partial and/or noisy ground truth labels to improve the performance of AI/ML model can be further studied.
Proposal 3: Regarding data collection for AI/ML model training, PRU is at least used to collect channel observations and the ground truth labels. Whether and how to use the partial and/or noisy ground truth labels to improve the performance of AI/ML model can be further studied.
If an AI/ML model is trained at UE/PRU/TRP side, a possible data collection method is that UE/PRU/TRP continuously accumulates measured data for a long time to obtain a large-scale dataset for AI/ML model training. However, the dataset is a UE/PRU/TRP-specific dataset and UE/PRU/TRP-specific AI/ML model is trained at UE/PRU/TRP side based on the UE/PRU/TRP-specific dataset, which leads to the number of AI/ML models increase dramatically and is not conducive to model monitoring and management if AI/ML model is monitored at LMF side. In addition, this AI/ML model may provide a poor positioning accuracy and generalization performance due to the insufficient UE/PRU/TRP-specific dataset. Another possible data collection method is that UE/PRU/TRP side reports the channel observation and corresponding label to LMF side, and LMF side collects a large-scale dataset based on numerous UEs’/PRUs’/TRPs’ reporting, and then LMF side transmits the large-scale dataset to UE/PRU/TRP for AI/ML model training, which shows good generalization performance of AI/ML model. If an AI/ML model is trained at LMF side, multiple UEs/PRUs/TRPs report the channel observations and corresponding labels to LMF, and LMF will obtain a large-scale dataset for AI/ML model training.
Proposal 4: If AI/ML model is trained at UE/PRU/TRP side, LMF side can collect a large-scale dataset from numerous UEs/PRUs/TRPs and transmits the dataset to UE/PRU/TRP side for AI/ML model training.
· Data collection for AI/ML model inference
For AI/ML model inference at UE side, TRP needs to transmit DL-PRS and UE measures DL-PRS to get channel observation for AI/ML model inference. For AI/ML model inference at TRP side, UE needs to transmit UL-SRS and TRP measures UL-SRS to get channel observation for AI/ML model inference. For AI/ML model inference at LMF side, UE/TRP needs to further transmit the channel observation to LMF side for AI/ML model inference.
2.3.2. Model training and inference
As the analysis in Table 1, the AI/ML model can be trained at the UE side theoretically. If the AI/ML model is trained at UE/PRU/TRP side, it is preferred that LMF side can collects a large-scale dataset from numerous UEs/PRUs/TRPs and transmits the dataset to UE/PRU/TRP side for AI/ML model training. However, AI/ML model training needs stronger ability of computing and storage capacity, UE/PRU may not have computing and storage capacity to train an AI/ML model. In addition, there is a large resource overhead for dataset transmission if LMF side transmits the large-scale dataset to UE/PRU/TRP side. Considering the model training at UE/PRU/TRP side requires large amounts of training data, computational resources and large resource overhead, it is preferred to train AI/ML model at network side, e.g. LMF side. 
Observation 1: Training AI/ML model for positioning at network side is more feasible due to easier data collection and stronger computational resources.
Regarding to the AI/ML model inference, it can be performed at UE/gNB/TRP/LMF side as analysis in Table 1. If AI/ML model is inferred at UE side, UE obtains the channel observation by measuring DL-PRS, and then the channel observation is taken as the input of AI/ML model for inference. If AI/ML model is inferred at gNB/TRP side, gNB/TRP obtains the channel observation by measuring UL-SRS, and then the channel observation is taken as the input of AI/ML model for inference. If AI/ML model is inferred at LMF side, UE/gNB/TRP obtains the channel observation and transmits the channel observation to LMF side for AI/ML model inference.
Proposal 5: If AI/ML model is inferred at LMF side, the channel observation is measured at UE/gNB/TRP side and transmitted to LMF side for AI/ML model inference.
In our companion contribution, we propose the definition of model transfer is delivery of an AI/ML model over the air interface with 3GPP standardized mechanism [3]. As the analysis in Table 1, if AI/ML model is trained and inferred at the same side, AI/ML model is not transferred from one side to another side. If AI/ML model is trained at LMF side and inferred at UE/gNB/TRP side, AI/ML model transfer is needed. The transferred AI/ML model may be the whole AI/ML model or partial AI/ML model if two-sided AI/ML model is supported. For model transfer, the following aspects can be further studied:
· Full or partial model transfer;
· Size of model transfer;
· Model transfer frequency;
· Latency and reliability requirements for model transfer;
· Signaling for model transfer, e.g., User plane or control plane;
· Model representation format (MRF) for model transfer, e.g., ONNX or 3GPP-based model representation format.
Proposal 6: For Rel-18 AI/ML-based positioning, both training and inference at same side and at different sides can be considered.
Proposal 7: Regarding the model transfer, the following aspects can be further studied in RAN1:
· Full or partial model transfer;
· Data size of model transfer;
· Model transfer frequency for model deployment/update;
· Latency and reliability requirements for model transfer;
· Model representation format (MRF) for model transfer, e.g., ONNX or 3GPP-based model representation format.
Proposal 8: Regarding the model transfer, the signaling and model representation format can be further studied in RAN2 based on RAN1 progress.
2.3.3. Model monitoring
The propagation environment in the system may change due to various factors, e.g. moving of UE and new obstacles. Due to the large change of propagation environment, the performance of AI/ML based positioning may deteriorate dramatically. In order to avoid long time performance degradation, AI/ML model quality monitoring is needed, and some actions should be taken when the AI/ML model becomes invalid.
For AI/ML based positioning, the AI/ML model quality can be monitored by UE/PRU/TRP/LMF side. When the AI/ML model can be inferred and monitored at same side, the specification impacts may be smaller. If the AI/ML model is inferred and monitored at UE side, the ordinary UE estimates its position or timing/angle of measurements or LOS/NLOS based on traditional algorithms, and the estimated results are compared with the performance of AI/ML model for model monitoring. If the AI/ML model is inferred and monitored at PRU side, the PRU’s ground truth information is compared with the performance of AI/ML model for model monitoring. If the AI/ML model is inferred and monitored at TRP side, the TRP estimates timing/angle of measurements or LOS/NLOS based on traditional algorithms, and the estimated results are compared with the performance of AI/ML model for model monitoring. 
When the AI/ML model can be inferred and monitored at different sides, some assistance information may be transmitted from one side to other for assisting model monitoring. If the AI/ML model is inferred at UE/PRU/TRP side and monitored at LMF side, some information needs to be reported by UE/PRU/TRP for AI/ML model monitoring. If AI/ML model is inferred at ordinary UE side and monitored at LMF side, ordinary UE reports the estimated UE’s position or timing/angle of measurements or LOS/NLOS indicators based on traditional algorithms together with the potential confidence degree of these estimated results for model monitoring. If AI/ML model is inferred at TRP side and monitored at LMF side, TRP reports the estimated timing/angle of measurements or LOS/NLOS indicators based on traditional algorithms together with the potential confidence degree of these estimated results for model monitoring. If AI/ML model is inferred at PRU side and monitored at LMF side, PRU may report the ground truth information. These assistance informations reported by UR/PRU/TRP can be used to calculate the performance metrics at LMF side for validating the AI/ML model, and the following performance metrics can be considered:
· For direct AI/ML positioning: 
· Positioning accuracy between UE’s position estimated by AI/ML model and ideal UE’s position;
· For AI/ML assisted positioning: 
· Accuracy between timing/angle of measurements estimated by AI/ML model and ideal timing/angle of measurements;
· Positioning accuracy between UE’s position calculated by AI/ML-based timing/angle of measurements and ideal UE’s position;
· Correct rate of LOS/NLOS estimated by AI/ML model and ideal LOS/NLOS identification;
· Positioning accuracy between UE’s position calculated by AI/ML-based LOS/NLOS identification and ideal UE’s position.
Proposal 9: Regarding the model monitoring, which side takes responsibility on model monitoring, e.g. UE/PRU/TRP/LMF side, should be studied.
Proposal 10: Regarding the model monitoring for direct AI/ML positioning, the following metrics can be further studied in RAN1:
· Positioning accuracy between UE’s position estimated by AI/ML model and ideal UE’s position.
Proposal 11: Regarding the model monitoring for AI/ML assisted positioning, the following metrics can be further studied in RAN1:
· Accuracy between timing/angle of measurements estimated by AI/ML model and ideal timing/angle of measurements;
· Positioning accuracy between UE’s position calculated by AI/ML-based timing/angle of measurements and ideal UE’s position;
· Correct rate of LOS/NLOS estimated by AI/ML model and ideal LOS/NLOS identification;
· Positioning accuracy between UE’s position calculated by AI/ML-based LOS/NLOS identification and ideal UE’s position.

3. Conclusions
In this contribution, we provided our views on AI/ML for positioning. The observations and proposals are summarized as follows:
[bookmark: _GoBack]Observation 1: Training AI/ML model for positioning at network side is more feasible due to easier data collection and stronger computational resources.
Proposal 1: Consider the following sub use cases in Rel-18 AI/ML-based positioning:
· AI/ML model is used to directly output UE’s position;
· AI/ML model is used to estimate timing and/or angle of measurement, e.g. ToA/AoA/AoD estimation;
· AI/ML model is used to identify LOS/NLOS.
Proposal 2: For direct AI/ML positioning, both one-sided AI/ML model and two-sided AI/ML model can be considered.
Proposal 3: Regarding data collection for AI/ML model training, PRU is at least used to collect channel observations and the ground truth labels. Whether and how to use the partial and/or noisy ground truth labels to improve the performance of AI/ML model can be further studied.
Proposal 4: If AI/ML model is trained at UE/PRU/TRP side, LMF side can collect a large-scale dataset from numerous UEs/PRUs/TRPs and transmits the dataset to UE/PRU/TRP side for AI/ML model training.
Proposal 5: If AI/ML model is inferred at LMF side, the channel observation is measured at UE/gNB/TRP side and transmitted to LMF side for AI/ML model inference.
Proposal 6: For Rel-18 AI/ML-based positioning, both training and inference at same side and at different sides can be considered.
Proposal 7: Regarding the model transfer, the following aspects can be further studied in RAN1:
· Full or partial model transfer;
· Data size of model transfer;
· Model transfer frequency for model deployment/update;
· Latency and reliability requirements for model transfer;
· Model representation format (MRF) for model transfer, e.g., ONNX or 3GPP-based model representation format.
Proposal 8: Regarding the model transfer, the signaling and model representation format can be further studied in RAN2 based on RAN1 progress.
Proposal 9: Regarding the model monitoring, which side takes responsibility on model monitoring, e.g. UE/PRU/TRP/LMF side, should be studied.
Proposal 10: Regarding the model monitoring for direct AI/ML positioning, the following metrics can be further studied in RAN1:
· Positioning accuracy between UE’s position estimated by AI/ML model and ideal UE’s position.
Proposal 11: Regarding the model monitoring for AI/ML assisted positioning, the following metrics can be further studied in RAN1:
· Accuracy between timing/angle of measurements estimated by AI/ML model and ideal timing/angle of measurements;
· Positioning accuracy between UE’s position calculated by AI/ML-based timing/angle of measurements and ideal UE’s position;
· Correct rate of LOS/NLOS estimated by AI/ML model and ideal LOS/NLOS identification;
· Positioning accuracy between UE’s position calculated by AI/ML-based LOS/NLOS identification and ideal UE’s position.
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