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Discussion
1      Introduction

A study item of Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e meeting [1] and revised in RAN#96 meeting [2]. In this contribution, we discuss the general aspects of AI/ML framework based on previous agreements. Some proposals of functional framework, collaboration levels and model life cycle management are provided.
2      Discussion general aspects of AI/ML framework

2.1     Model life cycle management
The lifecycle management (LCM) of AI/ML models is essential for sustainable operation and performance insurance of AI/ML in NR air interface. According to the summary of previous meetings [3][4], the following aspects for LCM should be considered:
	Refer to Agreement in RAN1#110 

Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management

· Data collection

· Note: This also includes associated assistance information, if applicable.

· Model training

· [Model registration]

· Model deployment

· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 

· [Model configuration]

· Model inference operation

· Model selection, activation, deactivation, switching, and fallback operation

· Note: some of them to be refined
· Model monitoring

· Model update

· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.

· Model transfer

· UE capability

Note: Some aspects in the list may not have specification impact.

Note: Aspects with square brackets are tentative and pending terminology definition.

Note: More aspects may be added as study progresses. 


Based on the above aspects, we focus on studying the process of LCM. As shown in Figure 1, we have six phases in the LCM of an AI/ML model, including Data Collection, Model Training, Model Configuration/Deployment, Model Inference, Model Monitoring, and Model Update/Selection. This figure can be used to discuss the process of LCM, which can be modified after discussing collaboration levels and LCM implement entity.
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Figure 1: Process of LCM
Data Collection:

Collect AI/ML model related data and network performance. AI model related data refers to relevant features for model training, which are pre-processed as training data. Network performance data does not participate in Model Training and Model Inference, but it can be utilized for indirect model performance monitoring.
Model Training:

An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference. In addition to the real world data collected by the data collection phase, synthetic data can also be used for auxiliary training. Synthetic data can be obtained by system-level simulation or other methods (e.g., GAN).
Model Configuration/Deployment：
In this phase, the model structure and trained model parameters are sent and deployed on the AI/ML deployment node (e.g., UE or gNB).

Model Inference:

In this phase, model inference is performed on the data of AI/ML deployment nodes. Model inference is a process of using a trained AI/ML model to produce a set of outputs based on a set of inputs.
Model Monitoring：
The methods of model monitoring can be divided into two types: direct and indirect, which are defined as follows:

1) Direct monitoring: comparing ground truth and model inference results to determine whether model update or selection is required

2) Indirect monitoring: indirectly evaluate model performance through network performance to determine whether model update or selection is required

Model Update/Selection:

In this phase, it is to estimate whether model switch or fine tuning can be used to meet the model application requirements. If required, model retraining can be performed to update model parameters.

Proposal 1: The process of LCM of an AI/ML model consists of six phases, including Data Collection, Model Training, Model Configuration/Deployment, Model Inference, Model Monitoring, and Model Update/Selection.
Proposal 2: We propose two methods for Model Performance Monitoring:
1) Direct monitoring: comparing ground truth and model inference results to determine whether model update or selection is required
2) Indirect monitoring: indirectly evaluate model performance through network performance to determine whether model update or selection is required
2.2     Collaboration levels
In SID, collaboration levels between UE and gNB need to be identified for the selected three use cases, e.g., CSI feedback enhancement, beam management, and positioning accuracy enhancement [1].
During discussion in previous meeting, collaboration levels between UE and gNB have been discussed. According to chair’s note, the definition of collaboration levels should consider the following aspect:
	Refer to Chair's notes RAN1#109-e [3]
Agreement

Take the following network-UE collaboration levels as one aspect for defining collaboration levels

1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings

FFS: Clarification is needed for Level x-y boundary 
Refer to Chair's notes RAN1#110 [4]
Working Assumption

Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
Terminology
Description
AI/ML model delivery

A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.

Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.


Based on the above agreements, details of collaboration level need to be discussed, and the boundary of level x-y and y-z need to be clarified. For collaboration level x, it is a no collaboration framework. AI/ML model is deployed at single side (e.g., gNB or UE). AI/ML algorithms are purely implementation based and do not require air-interface changes. There is no AI/ML-related assistance information transfer required. Collaboration level y requires inter-node assistance to improve AI/ML algorithms. AI/ML model is deployed at single side (e.g., gNB or UE), while Model Inference and Model Generation are related to both sides. Exchanged information and signalling enhancements are directly related to AI/ML Model Generation and Model Inference. But no model transfer between network nodes. We think the boundary of level x-y should be defined as: whether AI-related assistance information transfer between UE and gNB is required. And the AI-related assistance information is the signalling related to Model Inference and Model Generation, which has specification impact.
Proposal 3: The boundary of level x-y may be defined as: whether AI-related assistance information transfer between UE and gNB is required. And the AI-related assistance information is the signalling related to Model Inference and Model Generation, which has specification impact.
Additionally, the model transfer in level z needs to be studied. Due to the AI ​​model is composed of model structure and parameters, each use case needs to be evaluated whether model transfer is needed. Use case performance evaluation under no model structure transfer with model parameters transfer or under both model structure and model parameters transfer is required. Therefore, the collaboration level z with model transfer can be divided into two categories:

1) Unified model structure is known at both gNB and UE side, only model parameters need to be transferred.
2) Both model structure and parameters need to be transferred.
The cost of air interface resource with above two categories is different as well as the working load of standardization. As the category 2 of collaboration z is a big challenge to be finished under current time schedule of RAN1, the category 1 of collaboration z should be prioritized, once the performance of corresponding use cases or sub use cases with AI model transfer can be evaluated well with assumption of above category 2.
Proposal 4: The boundary of level y-z may be defined as: whether AI model parameters or structures need to be transferred.

Proposal 5: The collaboration level z with model transfer can be divided into two categories:

1) Unified model structure is known at both gNB and UE side, only model parameters need to be transferred.

2) Both model structure and parameters need to be transferred.

Proposal 6: The category 1 of collaboration z can be prioritized, once the performance of corresponding use cases or sub use cases with AI model transfer can be evaluated well with assumption of above category 2.
3      Conclusions
In this contribution, we discuss the general aspects of AI/ML framework. Following proposals are made:

Proposal 1: The process of LCM of an AI/ML model consists of six phases, including Data Collection, Model Training, Model Configuration/Deployment, Model Inference, Model Monitoring, and Model Update/Selection.
Proposal 2: We propose two methods for Model Performance Monitoring:
1) Direct monitoring: comparing ground truth and model inference results to determine whether model update or selection is required
2) Indirect monitoring: indirectly evaluate model performance through network performance to determine whether model update or selection is required
Proposal 3: The boundary of level x-y may be defined as: whether AI-related assistance information transfer between UE and gNB is required. And the AI-related assistance information is the signalling related to Model Inference and Model Generation, which has specification impact.
Proposal 4: The boundary of level y-z may be defined as: whether AI model parameters or structures need to be transferred.

Proposal 5: The collaboration level z with model transfer can be divided into two categories:

1) Unified model structure is known at both gNB and UE side, only model parameters need to be transferred.

2) Both model structure and parameters need to be transferred.

Proposal 6: The category 1 of collaboration z can be prioritized, once the performance of corresponding use cases or sub use cases with AI model transfer can be evaluated well with assumption of above category 2.
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