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Introduction
In the RAN1 #109-e meeting, RAN1 has agreed that for AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations [1].
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range


In this contribution, we will discuss some details on the sub use cases and potential specification impact on AI/ML for beam management.
Discussion
Remaining issues on sub use cases
Regarding AI/ML inference for sub use case BM-Case1 and B-Case2, it was agreed to further study AI/ML training at both NW side and UE side. The corresponding agreements can be found below, 
	Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side
· Alt.2: AI/ML model training at UE side
Note: Whether it is online or offline training is a separate discussion.


Whether the AL/ML model training carried out at NW side or UE side, the required training ability should be considered first. For the generalization performance of the model, a large amount of data will be used to train the AL/ML model, so fast and efficient computing ability is indispensable for the training device. Due to the limited UE components, the operation ability of UE is far less than that of gNB. Thus, it makes more sense to train at NW side.
On the other hand, in our views, the same principle as for traditional beam management should be kept that the beam construction of NW is agnostic to UE while the beam construction of UE is also agnostic to NW. In practice, different gNB may have different antenna array structures. The correlation information between the beams can be different for each gNB. Therefore, AI/ML model used by different gNBs may be different, which means each gNB should train its own AI/ML model separately. 
Besides, the antenna array structures for different UEs could be different as well. In order to support a simple AL/ML model, it may be necessary to assume that only the UE that equipped with specific antenna array structure(s) can support AI/ML based BM. So our view is that training on the NW side will be more beneficial.
Observation 1: Considering the limitation of UE operation ability and the diversity of antenna array structure, training at UE side may be difficult to complete.
Regarding BM-Case1 and BM-Case2, based on the above discussion, AI/ML training at gNB side will be more beneficial. Since gNB has absolute control of when and which beams should be measured and reported, the dataset can be maintained by gNB. Besides, since the dataset doesn’t require to be updated frequently, offline training should be enough. 
Observation 2: Regarding AI/ML training for BM-Case1 and BM-Case2, offline training should be enough. 
For BM-Case1, in RAN1#110, the following agreement was made. Two beam sets are defined for DL beam prediction and DL beam measurement respectively. The relationship between Set A and Set B can be further studied based on the following agreement. 
	Agreement
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.


For Alt.1, Set B is a subset of Set A. How to determine Set B out of the beams in Set A still needs further consideration. First of all, it should be discussed based on which side the AI/ML inference is conducted. If AI/ML inference is at NW side, the NW can select K beams out of Set A that have the best inference performance for the specific scenario. Thus, the beam pattern should be based on NW implementation. Besides, if AI/ML inference is at UE side, a fixed beam pattern allows UE to implement a simple AI model. Also a fixed beam pattern is beneficial to achieve better inference performance.
Proposal 1: For Alt.1 of sub use cases BM-Case1, 
· If AI/ML inference is at NW side, beams in Set B can be determined by NW implementation.
· If AI/ML inference is at UE side, beams in Set B can be determined with a fix pattern.
At the last meeting, the following agreement was reached regarding the predicted beam types：
	Agreement
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact


For Alt 1 DL Tx beam prediction, it means that the DL Rx beam needs to be fixed and only the DL Tx beam scanning is performed. At this time, corresponding problems will arise, such as how to determine the DL Rx beam (e.g. random selection or based on some prior information). If the DL Rx beam is not properly selected, will the whole prediction result lose significance?
For Alt 2 DL Rx beam prediction, it means that the DL Tx beam needs to be fixed and only the DL Rx beam scanning is performed. The same problems as described in Alt 1 will occur as well. Currently, DL Rx Beam is supposed to be transparent to gNB in the spec. Thus, DL Rx beam prediction doesn't make much sense.
The purpose of Alt 3 is to predict the optimal beam pair and ensure that both the receiving and transmitting sides can use the optimal beam. Thus, Alt 3 Beam pair prediction should be discussed with a high priority.
Proposal 2: For sub use cases BM-Case1 and BM-Case2, support Alt3 Beam pair prediction as the predicted beams.
Regarding the AI/ML input for spatial domain beam prediction, the following conclusion has been reached in last meeting:
	Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· [bookmark: OLE_LINK34][bookmark: OLE_LINK35]Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


Alt1 and Alt 4 seem to be the two most intuitive approaches, the difference between two alternatives is whether or not to provide an additional Beam ID. The meaning of beam ID is to inform the corresponding relationship between the input RSRP and the output RSRP. If it is a fixed beam pattern or an indicated beam pattern of set B, the beam ID is already implied in the input information, and the inference device can only use RSRP as the input. For random beam pattern, beam ID may be further indicated to determine the input-output correspondence, which needs further consideration.
Proposal 3: Whether to choose Alt 1 or Alt 4 needs further discussion according to the beam pattern selection.

Potential specification impact
In the last meeting, the following aspects of AI/ML model inference were agreed as starting points for subsequent research:
	Agreement
[bookmark: _GoBack]In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded


While some general enhancement directions have been discussed, there are many details that deserve further consideration. With the assumption that AI/ML training and inference are both conducted by gNB, AI/ML related operation can be achieved by gNB implementation. Regarding beam measurement and reporting, the current CSI feedback procedure can be considered as starting point. UE can be configured with one or more resources for measurement in a resource setting. The 1/2-port CSI-RS resource and SSB can also be reused. Regarding beam reporting, UE is required to report sufficient beam measurement results as AI model input. For L1-RSRP reporting in Rel-17, up to four pairs of measurements can be reported by UE. According to the simulation situation of various companies, it is not difficult to find that 16 Tx beams selected from 64/256 Tx beams is usually considered as the input for AI inference, the current beam reporting architecture is far from sufficient for this requirement. Thus, how to balance the information contained in beam reporting and beam reporting overhead needs to be further studied. 
If AI/ML training is conducted by gNB while inference is conducted by UE, there are some potential specification impacts. The first potential enhancement is to support AI/ML model transfer from gNB to UE by higher layer signaling as well as regarding beam reporting which is different from the current reporting rule, the reporting quantity should be revised to allow UE reporting an index of a beam/resource that was not directly measured. 
Proposal 4: For beam measurement and reporting, current CSI framework can be considered as starting point.
· If AI/ML inference is at NW side, beam reporting needs to be studied to balance the information contained in beam reporting and beam reporting overhead.
· If AI/ML inference is at UE side, beam reporting needs to be enhanced to report a beam/resource that was not directly measured.
Observation 3: If AI/ML training is at NW side while AI/ML inference is at UE side, signaling related to AI/ML transfer should be defined.
From beam indication point of view, the Rel-15/16/17 TCI framework can be considered as the starting point. UE can be indicated with a TCI state that contains QCL source RS. Based on current specification, multiple DL/joint TCI states and/or UL TCI states can be configred by RRC, which are assumed to cover all possible beams of the serving cell. After RRC (re-)configuration, MAC CE is used to activate some of the TCI states, and DCI can further indicated a DL/joint TCI and/or UL TCI state. If AI/ML based beam prediction is enabled and AI/ML inference is at UE side, UE is able to determine the best Rx beam for each predicted beam. However, if AI/ML inference is at gNB side, when gNB activates one or more TCI states that are not reported by UE, the UE is required to determine the corresponding Rx beam. Therefore, how to determine the best Rx beam needs further study.
Observation 4: For beam indication, the Rel15/16/17 TCI framework can be considered as starting point.
· If AI/ML inference is at NW side, how to determine the best Rx beam needs further study
· If AI/ML inference is at UE side, no specification impact is identified
In the last meeting, the following agreement of AI/ML model monitoring was reached:
	Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded


Devices trained for beam prediction may suffer from performance degradation in certain scenarios, deployments, or use cases. A major reason for performance degradation may be that the AI/ML model was not trained enough for a particular scenario. For example, the AI/ML model deployed and activated at the UE side is trained based on a DL TX beam configuration of one gNB. However, in the subsequent transmission, UE may move from this gNB to another gNB. If the DL TX beam configuration is different between different gNBs, it will be difficult for the previous training model to predict the current beam, resulting in performance degradation. Therefore, we need to define a mechanism by which we can monitor the performance of beam prediction. 
In order to determine the good or bad prediction performance of this model, the reference for the performance comparison should be determined first. Here, the actual RSRP of Set A/Set B can be directly used as the reference for the performance comparison. 
· If set A is used as the reference, the output of the whole AI model can be compared, but the actual RSRP needs to be obtained through beam sweeping first, which will inevitably further increase the reporting overhead of UE.
· If set B is used as the reference, then the input RSRP of AI can be directly used. In this way, compared with set A as the reference, further reporting overhead is eliminated. However, only part of the output results can be compared. Moreover, the situation that the predicted RSRP of set B is highly consistent with the actual RSRP but other predicted RSRPs are not accurate is not excluded. In this case, the comparison results are meaningless to the AI model.
Observation 5: Considering the reference for the performance comparison,
· If set A is used as the reference, UE reporting overhead may be significant.
-	If set B is used as the reference, only part of the output results will be compared.
Proposal5: Actual RSRP of Set A/ Set B used as the reference for the performance comparison needs to be further studied.
In order to evaluate the performance of the prediction results, the performance metric(s) also needs to be further determined, given the above analysis, the RSRP difference can be evaluated by comparing actual RSRP and predicted RSRP which can be used as a performance metric. In addition, the above performance metric can provide a judgment basis for the subsequent adjustment of the transmission scheme. For example, if the performance metric does not reach a certain threshold, the model may need to be further updated or deactivated.
Proposal6: The RSRP difference evaluated by comparing actual RSRP and predicted RSRP can be used as a performance metric.
Conclusion 
In this contribution, we provided our opinions on representative sub use cases and potential specification impact on AI/ML for beam management. The following proposals have been achieved:
Proposal 1: For Alt.1 of sub use cases BM-Case1, 
· If AI/ML inference is at NW side, beams in Set B can be determined by NW implementation.
· If AI/ML inference is at UE side, beams in Set B can be determined with a fix pattern.
Proposal 2: For sub use cases BM-Case1 and BM-Case2, support Alt3 Beam pair prediction as the predicted beams.
Proposal 3: Whether to choose Alt 1 or Alt 4 needs further discussion according to the beam pattern selection.
Proposal 4: For beam measurement and reporting, current CSI framework can be considered as starting point.
· If AI/ML inference is at NW side, beam reporting needs to be studied to balance the information contained in beam reporting and beam reporting overhead.
· If AI/ML inference is at UE side, beam reporting needs to be enhanced to report a beam/resource that was not directly measured.
Proposal5: Actual RSRP of Set A/ Set B used as the reference for the performance comparison needs to be further studied.
Proposal6: The RSRP difference evaluated by comparing actual RSRP and predicted RSRP can be used as a performance metric.

Observation 1: Considering the limitation of UE operation ability and the diversity of antenna array structure, training at UE side may be difficult to complete.
Observation 2: Regarding AI/ML training for BM-Case1 and BM-Case2, offline training should be enough. 
Observation 3: If AI/ML training is at NW side while AI/ML inference is at UE side, signaling related to AI/ML transfer should be defined.
Observation 4: For beam indication, the Rel15/16/17 TCI framework can be considered as starting point.
· If AI/ML inference is at NW side, how to determine the best Rx beam needs further study
· If AI/ML inference is at UE side, no specification impact is identified 
Observation 5: Considering the reference for the performance comparison,
· If set A is used as the reference, UE reporting overhead may be significant.
-	If set B is used as the reference, only part of the output results will be compared.
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