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Introduction
In RAN#94e meeting, one SID on AI/ML for Air interface is approved [1]. The objective of the study item is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact, and set up a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in future projects.
In this paper, we would share our opinions on the general aspects of AI/ML framework.

Discussion
Notation/terminology
It is the first time to introduce AI/ML technology being hot in IT industry, into wireless air interface field. It may be completely new to some people in the group. Thus, at the start, it is important to have some terminology definition to ensure the discussion among the group on the same page. During previous meetings, after extensive discussion, some working assumptions on the terminologies have been achieved. Given that new terminologies also can be added in future, we support to confirm the working assumption from the previous meetings, to speed up the progress in this topic.
Proposal 1: For the terminologies related to AI/ML in air interface field, support to confirm the Working assumption.
Regarding the definition of model transfer, last meeting [2], there were some discussions but delayed due to that it relates to the boundary definition between collaborative level y and level z, and more discussions are needed. Meantime, for the purpose of discussion, we have the following working assumption on model delivery defined from the general perspective [2].
	Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.





In our mind, even if for proprietary model, it also can be delivered through 3GPP network but the model delivery signaling/procedure is transparent to 3GPP. The Level y-z boundary lies in whether the model delivery signaling/procedure is transparent to 3GPP or not. Corresponding to the differentiation between collaboration level y and level z, AI/ML model transfer can be considered below:
· A generic term referring to delivery of an AI/ML model from one entity to another entity via air interface and the signaling/delivery procedure is not transparent to 3GPP.
Proposal 2: Suggest to consider the following terminology definition:
· AI/ML model transfer: A generic term referring to delivery of an AI/ML model from one entity to another entity via air interface and the delivery signalling/procedure is not transparent to 3GPP.
Functional Framework of AI/ML
TR37.817 also provides one functional framework for AI/ML in RAN level, illustrated in below Figure 1. 


Figure 1. Functional Framework for RAN Intelligence
The detailed explanations of all terminologies in the framework or Fig.1 can be found in TR37.817 [3]. In our opinion, the functional framework also could be referenced for AI/ML enabled in air interface, while some enhancement can be considered if needed. 
Proposal 3: The general framework of TR37.817 (i.e., Section 4 of TR37.817) also can be as the starting point of AI functional framework for the study. Further enhancements also can be considered if needed.
Collaborative level
In RAN1#109e meeting, after extensive discussion, we have the following agreement on collaborative level [4]:
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary


Furthermore, in RAN1#110 meeting, there were some discussions on the boundary among level x, level y and level z. Although there are no agreements, the discussions provide further guidance for future discussions. In the following, we would provide our opinions on level x, level y, and level z.
For level x, there is no signaling collaboration between network and UE. Further clarification is proposed by FL as shown below [5]. In our understanding, the clarification is aligned with the definition of level x, and future-proof.
	Level x is implementation-based AI/ML operation without any collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.)



Proposal 4: Level x is implementation-based AI/ML operation without any collaboration between network and UE.
· Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.
Regarding level y and level z, literally the difference lies in whether there exists model transfer from the perspective of signalling interactive between network side and UE side. During last meeting, there were some discussions on the boundary between level y and level z. The controversial point is that proprietary model deliver is level y or level z. Some people think that even if for non-3gpp-based model delivery (e.g., via application layer from OAM or OTT sever), it also may belong to level z, since there still perhaps exist signalling interactive between NW and UE, e.g., model ID, the input/output of model, and so on. Some people think that the proprietary model deliver is level y, due to that the model representation format (MRF) is not needed to be defined in 3GPP.
For proprietary model delivery, in our mind, it can be level x, or level y, or level z. For example, for level x, UE or NW may also need to download the model from its private server while all AI/ML related operations are transparent to network/UE. For both level y and level z, the AI/ML operations are not transparent to specification. The boundary between y and z lies in that whether the model delivery procedure is transparent to spec. For example, even if for proprietary model delivery, if there is specific procedure to demonstrate model delivery, e.g., one dedicated PDU session or DRB, it can be level z. While for level y, proprietary model delivery perhaps would happen but it is transparent to 3GPP by utilizing the legacy 3GPP signalling. One detailed summary among level x, level y, and level z can be seen in Table I.
Table I Analysis on boundary among Collaborative level x, level y, and level z
	Procedure
	Detailed Procedure
	Level x
	Level y
	Level z

	Model delivery
	Proprietary model
	Yes, or No
	Yes
	Yes, or No

	
	Network entity configurable  model
	No
	No
	Yes

	
	Model delivery signaling /procedure
	Non-3GPP signaling, or
3GPP signaling/procedure but model delivery transparent to 3GPP, or No
	Non-3GPP signaling, or
3GPP signaling/procedure but model delivery transparent to 3GPP, or No
	3GPP signaling/procedure

	Model management
	Model generation
	Offline
	Offline
	Offline, or online

	
	Model deployment
	No
	No
	Yes

	
	Model activation/deactivation
	No
	Yes
	Yes

	
	Model monitor
	No
	Yes
	Yes

	
	Model switch
	No
	Yes
	Yes

	
	Model update 
(e.g.,  parameter)
	No
	No
	Yes

	
	UE capability
	No
	Yes
	Yes



Observation 1: Proprietary model delivery can happen in collaborative level x, level y, or level z.
Proposal 5: The Level y-z boundary lies in whether the model delivery signalling/procedure is transparent to 3GPP or not.
Lifecycle management of AI/ML model
The lifecycle of AI/ML model typically includes these stages of model training, model validation, model test, model deployment, model inference, model monitoring, and model update. In general, model generation includes model training, model validation, and model test. Next, we would provide our views on these stages of AI/ML model.
· AI/ML model generation
For online training of AI/ML model, additional complexity is needed, e.g., a large amount of data needed to be stored, and tackled. It can not be born at UE side, e.g, for smartphone. Thus, we suggest to focus on offline AI/ML model training at the first stage. Online training for advanced UE, e.g., laptop, can be considered in future.
Proposal 6: Offline AI/ML model training is the first priority.
In general, AI/ML model generation can be located at UE side or gNB side, or at both sides, which can be use case specific. F	or example, when the function of CSI predication is considered at UE side, AI/ML model generation can be located at UE side; when the function of CSI predication is considered at gNB side, AI/ML model generation can be located at gNB side. 
In reality, the channel status of wireless communication is dynamic and complex. The generality of one AI/ML model should be enough good, otherwise, much more expense would be brought about, e.g., the storage requirement for AI/ML model would sharply increase. Thus, how to enhance the generality of AI/ML model should be specially considered during AI/ML model generation. For example, mixed data sets from different scenarios can be considered.
Proposal 7: The generalization of AI/ML model should be specifically considered during AI/ML model generation.
At the last meeting, in AI9.2.2.2.2, for CSI compression model training, after some discussion, we have the following agreement shown below [2]:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


In our understanding, the above training types not only can be considered in use case- CSI compression but also can be considered to be general for other use cases, which could provide general guidance for AI/ML based air interface. Thus, we have the following proposal for one-sided model and two-sided model:
Proposal 8: For model training, the following model training types can be further discussed:
· Type 0: Training at a single side/entity without model transfer
· Type 1: Training at a single side/entity, and model transfer to another side/entity
· Type 2: Joint training across network and UE , respectively without model transfer
· Type 3: Separate training at network and UE without model transfer 
In the following, the potential specification, pros and cons of the above four training types would be provided from our side.
Type 0:
For type 0, training and reference take place at the same node. It only applies for one-sided model. 
· Potential spec impact:
· The signaling and/or procedures for training dataset exchange
· Pros:
· Match with UE’s or NW’s hardware
· AI/ML model proprietary can be kept
· Cons
· 	Large overhead due to training dataset exchange if required
Type 1:
For type 1, AI/ML model can be trained at UE side or gNB side, which applies for both one-sided model and two-sided model. For two-sided model, only part of model would be transferred to another side different from training side while all parts of model is needed to be delivered to another side for one-sided model.
· Potential spec impact:
· AI/ML model transfer
· Model representation format (MRF) is needed to be defined in 3GPP to enable private implementation among different sides. From the perspective of specification, the procedure of AI/ML model transfer and the signaling about MRF of one model may be needed.
· Pros:
· If the model is trained at UE side,
· It can match with UE’s hardware.
· If the model is trained at NW side,
· The model can match with gNB’s hardware.
· [bookmark: OLE_LINK8][bookmark: OLE_LINK9]Optimized loss function can be considered for MU-MIMO, CJT, NCJT, etc.
· Cons
· 	If the model is trained at UE side,
· Multiple models are needed to be stored/maintained/executed by NW, to receive from multiple UEs
· Loss function may be not optimized for MU-MIMO, CJT, NCJT, and so on. It may not match with NW implementation.
· If the model is trained at NW side,
· Multiple models may be needed to be stored/maintained/executed by UE if different NW has different AI/ML model
· UE may not support the AI/ML model delivered by gNB, since gNB has the stronger processing capability. In addition, if the AI/ML model not well matching with UE’s implementation, it would result in low efficiency and high power consumption.
Type 2:
For Type 2, joint training of the AI/ML model at NW side and UE side respectively is carried out. It only applies for two-sided model. Similar to Type1, model are trained in the same FP (forward propagation) loop and BP (backward propagation) loop. Compared with type1, the difference lies in the output exchange of partial model and gradient exchange between nodes. 
· Potential spec impact:
· The signaling and/or procedures for gradient exchange and training dataset exchange
· Pros:
· Match with UE and NW hardware
· Optimized loss function can be considered by NW for MU-MIMO, CJT, NCJT, etc.
· AI/ML model proprietary can be kept
· Cons
· 	Multiple models may be needed to be stored/maintained/executed by UE
· Multiple models may be needed to be stored/maintained/executed by NW
· Large overhead, due to the output exchange of partial model and GD exchange
Type 3:
For Type 3, separated training between UE side and NW side is executed without model transfer, where training dataset should be delivered. The whole model are not trained in the same FP loop and BP loop. It only applies for two-sided model.
· Potential spec impact:
· The signaling and/or procedures for training dataset exchange
· Pros:
· Match with UE and NW hardware
· AI/ML model proprietary can be kept
· Cons
· 	Large overhead, due to training dataset exchange
· Performance may be not good, since the whole models are not trained in the same FP&BP loop.

Observation 2: For AI/ML model training Type 1, AI/ML model may can not be executed, due to incompatibility issue between NW side and UE side.
Observation 3: AI/ML model proprietary can be kept for AI/ML model training Type 0, Type 2 and Type 3.
Observation 4: Training dataset exchange is needed for AI/ML model training Type 2 and Type 3.

· AI/ML model deployment
AI/ML model deployment depends on collaborative level, which is use case specific. For example, for collaboration level x/y, no model transfer is needed, and model deployment can be up to implementation. Meanwhile, for collaboration level z, model exchange is needed. AI/ML model transfer, e.g., model download, can avoid model training operations at some side, to reduce some cost. It is beneficial for some low-end devices. On the flip side, whether one AI/ML model can be deployed at one side also depends on whether the side has the capability of bearing the complexity brought about by AI/ML algorithm. The model complexity and the capability of UE/gNB should be matched. 
Observation 5: Whether the AI/ML model can be transferred or not is use case specific and depends on UE capability.
[bookmark: _GoBack]
· AI/ML model inference
In general, AI/ML model inference can be located at UE side or gNB side, or at both sides, which can be use case specific. For example, for the sub use case – CSI prediction, the model inference can be located at UE side or gNB side. While for sub use case – CSI compression and recovery, the model inference are located at both UE side and gNB side.
Proposal 9: AI/ML model inference can be located at UE side or gNB side or both UE and gNB side, which is use case specific.
From the perspective of standard, how to enable and configure the function enabled by AI/ML should be discussed. On the other hand, the coexistence with legacy operations should also be considered. For example, since the high complexity and power cost issue, in some scenarios（e.g., no high performance requirement）, the function of AI/ML can be turned off to save power.
Proposal 10:  For AI/ML based operation, co-existence with legacy operation can be considered.

· AI/ML model monitoring and update
In our understanding, all of use cases still can be embedded into current communication procedure. In details, CSI feedback and beam management still can reuse the current CSI framework, and positioning also can reuse the current positioning mechanism. Thus, legacy monitoring mechanism and update can be reused. Besides, higher performance requirement should be set for AI/ML enabled feature when monitoring AI/ML model, since the better performance is the reason why we support AI/ML model with higher complexity. 
Proposal 11: Higher performance requirement should be considered when monitoring AI/ML model.

Conclusion 
In this contribution, we provide our opinions on general aspects of AI/ML:
Observation 1: Proprietary model delivery can happen in collaborative level x, level y, or level z.
Observation 2: For AI/ML model training Type 1, AI/ML model may can not be executed, due to incompatibility issue between NW side and UE side.
Observation 3: AI/ML model proprietary can be kept for AI/ML model training Type 0, Type 2 and Type 3.
Observation 4: Training dataset exchange is needed for AI/ML model training Type 2 and Type 3.
Observation 5: Whether the AI/ML model can be transferred or not is use case specific and depends on UE capability.

Proposal 1: For the terminologies related to AI/ML in air interface field, support to confirm the Working assumption.
Proposal 2: Suggest to consider the following terminology definition:
· AI/ML model transfer: A generic term referring to delivery of an AI/ML model from one entity to another entity via air interface and the delivery signalling/procedure is not transparent to 3GPP.
Proposal 3: The general framework of TR37.817 (i.e., Section 4 of TR37.817) also can be as the starting point of AI functional framework for the study. Further enhancements also can be considered if needed.
Proposal 4: Level x is implementation-based AI/ML operation without any collaboration between network and UE.
· Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.
Proposal 5: The Level y-z boundary lies in whether the model delivery signalling/procedure is transparent to 3GPP or not.
Proposal 6: Offline AI/ML model training is the first priority.
Proposal 7: The generalization of AI/ML model should be specifically considered during AI/ML model generation.
Proposal 8: For model training, the following model training types can be further discussed:
· Type 0: Training at a single side/entity without model transfer
· Type 1: Training at a single side/entity, and model transfer to another side/entity
· Type 2: Joint training across network and UE , respectively without model transfer
· Type 3: Separate training at network and UE without model transfer 
Proposal 9: AI/ML model inference can be located at UE side or gNB side or both UE and gNB side, which is use case specific.
Proposal 10:  For AI/ML based operation, co-existence with legacy operation can be considered.
Proposal 11: Higher performance requirement should be considered when monitoring AI/ML model.
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