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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN1#110, companies reached some agreements related to other aspects of AI/ML for CSI feedback enhancement. Following agreements and conclusions were extracted from the chair’s notes [1] and discussion summary from the moderator [2].Agreement:
· In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 
· In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination
· In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing
· In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets





Conclusion:
· CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
· Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.


In this contribution, we further discuss aspects related to AI/ML-based CSI feedback enhancement other than evaluation methodology/EVM.

AI/ML based CSI feedback enhancement: other aspects to be considered 
Representative sub use cases
In RAN1#109e, companies reached agreement in considering spatial-frequency domain CSI feedback compression as a representative sub use case of AI/ML based CSI feedback enhancement use case. 
During RAN1#110 meeting, many discussions were around the topic of other candidate representative sub use cases as described in the moderator’s summary [2]. In the end, companies agreed to remove the CSI-RS configuration and overhead reduction and resource allocation and scheduling sub use cases. There are a few remaining candidates like temporal domain CSI prediction, codebook recommendation, combining time and spatial-frequency domain CSI feedback compression (or as a variant of the spatial-frequency domain compression). 
Given the amount of work/effort may be involved for each sub use case, we feel companies need to discuss and agree on limiting number of sub use cases or variants on AI/ML based CSI feedback enhancement use case, while we understand each sub use case has potential in benefiting from AI/ML techniques. 
Proposal 1: Besides the agreed “Spatial-frequency domain CSI compression using two-sided AI model” sub use case, consider the temporal-domain CSI prediction as another representative sub use case and de-prioritize the rest sub-use cases in Rel-18.
 Potential standards impact
In this section, we discuss potential specification impacts related to model training according to various training/collaboration types.  
Model Training
For spatial-frequency domain CSI feedback compression using two-sided model, potential standards impact related to model training depend on training/collaboration type. As captured in the introduction section, the following training/collaboration types were agreed in RAN1#110:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded
For training/collaboration Type 1, potential standards impact may include the following:
· Model transfer: 
· From network to UE if the two-sided model is first trained at the network-side
· From UE to network if the two-sided model is first trained at the UE-side
· Additional information which may include:
· Other functional modules if they are not integrated with the (main) model, e.g., quantizer
· Other supporting information that is needed to help the receiving side to perform CSI feedback generation or CSI reconstruction function if applicable, e.g., pre- or post-processing
For training/collaboration Type 2, potential standards impact may include the following:
· Information exchanges between the UE and network to prepare for the joint training at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively. Note: this type of information may be needed prior to performing the joint training, e.g., model-related information, size/shape of the CSI generation output, training completion criteria.
· Information exchanges between the UE and network during the joint training stage. Some examples may include information exchange in the forward and backward propagation and any intermediate output if applicable. 
For training/collaboration Type 3, potential standards impact may include the following:
· Information exchanges between the UE and network to prepare for the separate training where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively like:
· Training data exchange
· Intermediate output exchange if applicable
· Other information exchange related to common agreements/assumptions for the separate training procedure like training sequence, etc.
In addition to potential standards impact specific for each training/collaboration Type, multi-vendor support is the aspect common to all training/collaboration types and needs to be studied. 
Proposal 2: For solution belongs to training/collaboration Type 1, further study potential standards impact associated with:
· Exchanging model information, including protocol/signalling mechanism that enables the model transfer
· Exchanging additional functional modules (if not integrated with the model) and/or other supporting information between gNB and UE to help the receiving node to perform the encoding/decoding function 
Proposal 3: For solution belongs to training/collaboration Type 2, further study potential standards impact related to:
· Information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., training data, supporting information. 
· Information exchanges between the UE and network during the joint training stage.
Proposal 4: For solution belongs to training/collaboration Type 3, further study potential standards impact related to:
· Information exchanges between the UE and network prior to the separate training procedure. at UE side and network side which may include training data, intermediate output, and other supporting information, e.g., common assumptions, if applicable.
Proposal 5: For CSI compression using two-sided model use case, study potential standards impact related to supporting multi-vendor operations across UE vendors and network vendors.

 Conclusions
In this contribution, we discussed our view related to AI/ML-based CSI feedback compression other than evaluation methodology and our proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 1: Besides the agreed “Spatial-frequency domain CSI compression using two-sided AI model” sub use case, consider the temporal-domain CSI prediction as another representative sub use case and de-prioritize the rest sub-use cases in Rel-18.
Proposal 2: For solution belongs to training/collaboration Type 1, further study potential standards impact associated with:
· Exchanging model information, including protocol/signalling mechanism that enables the model transfer
· Exchanging additional functional modules (if not integrated with the model) and/or other supporting information between gNB and UE to help the receiving node to perform the encoding/decoding function 
Proposal 3: For solution belongs to training/collaboration Type 2, further study potential standards impact related to:
· Information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., training data, supporting information. 
· Information exchanges between the UE and network during the joint training stage.
Proposal 4: For solution belongs to training/collaboration Type 3, further study potential standards impact related to:
· Information exchanges between the UE and network prior to the separate training procedure. at UE side and network side which may include training data, intermediate output, and other supporting information, e.g., common assumptions, if applicable.
Proposal 5: For CSI compression using two-sided model use case, study potential standards impact related to supporting multi-vendor operations across UE vendors and network vendors.
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