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1	Introduction
The approval of the Rel-18 work package marks the start of 5G Advanced evolution. The package includes a study item on AI/ML for NR air interface, and the work item description can be found in [1].
The initial use cases focused in this study include:
 (
CSI feedback enhancement, e.g., overhead reduction, improved accuracy
, prediction [RAN1]
Beam management, e.g., 
beam prediction in time,
 and/or 
spatial domain
 for overhead and
 
latency reduction
, beam selection accuracy improvement [RAN1]
Positioning accuracy enhancements
 for different scenarios including, e.g.,
 
those with
 heavy
 
NLOS
 
conditions [RAN1] 
)
For the use cases under consideration, the study aims to finalize representative sub use cases and assess potential specification impact:
 (
PHY layer aspects, e.g., (RAN1)
Consider aspects related to, e.g., the
 potential
 specification of the AI Model lifecycle management, and dataset construction for training, 
validation
 and test for the selected use cases
Use case and collaboration level specific specification impact
, 
such as new signal
l
ing, 
means for training and validation data assistance, 
assistance information, measurement, and feedback
Protocol 
aspects,
 
e.g., (RAN2) - 
RAN2 
only starts the work after there is sufficient progress on the use case study in RAN1
 
 
Consider aspects related to, e.g., 
capability indication, configuration
 and control
 procedures (training/inference
)
, 
 and
 management of data and AI/ML model
, per RAN1 input
 
Collaboration level specific specification impact per use case 
Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
R
equirement
s
 and testing framework
s
 to validate AI/ML based performance enhancements and ensuring that UE 
and 
gNB
 
with AI/ML meet
 or exceed
 the existing minimum requirements
 if applicable
Consider the need and implications for AI/ML processing capabilities definition
)
At RAN1#109-e and RAN1#110, initial agreements were made to provide directions for further investigation (see Appendix A.1 and A.2). In this contribution, we discuss relevant aspects of AI/ML for positioning enhancement. 
2	Representative sub use cases
5G positioning services aim to support verticals and applications with high positioning accuracies. High accuracy positioning is characterized by ambitious system requirements for positioning accuracy in many verticals and applications, including regulatory needs.
In location based services and eHealth, higher accuracy is instrumental to new services and applications, both outdoor and indoor. For example, on the factory floor, it is important to locate assets and moving objects such as forklifts, or parts to be assembled. Similar needs exist in transportation and logistics, e.g., rail, road and use of UAVs. In some road use cases, UEs supporting V2X application(s) are also applicable to such needs. In cases such as guided vehicles (e.g. industry, UAVs) and positioning of objects involved in safety-related functions, availability needs to be very high.
NR offers a variety of positioning technologies. Release-15 NR supports positioning, e.g., by using LTE positioning in NSA operation. Release-16 NR much enhances the positioning support with a range of positioning methods, including both downlink-based and uplink-based positioning. Release-17 NR introduces additional enhancements to reduce latency for time-critical use cases such as remote control, deliver positioning accuracy down to the level of 20-30 cm for use cases such as factory automation, and improve integrity protection of the location information. 3GPP Release 18 is investigating solutions to further improve accuracy, integrity, and power efficiency in positioning, study sidelink positioning, and investigate positioning support for RedCap devices.
Traditional DL/UL-TDOA, AOA, AOD, multi-RTT positioning methods may not provide satisfactory performance in environments with heavy NLOS conditions, such as in industrial environments. 
Traditional “RF fingerprinting” requires a database that maps RF measurements to position. Construction of an accurate map of “RF fingerprints” for a real environment is challenging. Besides, the database requires regular updates to adapt to varying environment.
A promising approach may go as follows:
· Create a digital twin of the environment (e.g., industry)
· Simulate a 5G network in the digital twin to collect synthetic data that maps RF measurements to position 
· Use the synthetic data (and real data if available) to train an AI/ML model that learns the mapping of RF measurements to position
· Deploy the pre-trained AI/ML model in the actual environment for positioning inference 
· Train online to augment the AI/ML model to adapt to the actual environment 
· Retrain offline when needed (e.g., due to major change in the environment)
In our companion contribution [2], we present evaluation results for AI/ML based fingerprinting, which show that the AI/ML-based approach can significantly improve positioning estimation accuracy when compared to a benchmark method using TOA based positioning estimation.
Observation 1: AI/ML techniques can be used to learn the mapping of RF measurements to position.
Proposal 1: High accuracy positioning in heavy NLOS scenarios should be the target of using AI/ML for positioning enhancement.
Proposal 2: AI/ML techniques used to learn the mapping of RF measurements to position should be studied for positioning enhancement.
Besides using AI/ML based algorithms for direct AI/ML positioning such as RF fingerprinting, AI/ML algorithms can also be used for assisted positioning, where the output of the AI/ML model provides intermediate estimates such as LOS/NLOS classification, timing estimates, and angular estimates. These intermediate estimates become input to another algorithm (AI/ML based or non-AI/ML based) to derive the final position estimate. 
In our companion contribution [2], we present evaluation results for AI/ML assisted positioning, where the output of the AI/ML model provides LOS/NLOS classification. The results show that AI/ML assisted positioning can provide high-fidelity intermediate estimate for LOS/NLOS classification, which in turn can be used to derive final position estimate.
Proposal 3: AI/ML techniques used to provide intermediate estimates such as LOS/NLOS classification should be studied for positioning enhancement.
At RAN1#109-e, the meaning of “sub use case” was discussed with several options left on the table for further investigation.
· Option 1: by scenario
· Option 2: by {input, output} of an AI/ML model
· Option 3: for estimation, tracking, and prediction etc. as different sub use cases
· Option 4: by functionality that the AI/ML model is intended to fulfil where LOS/NLOS classification and Fingerprinting to directly estimate UE’s position as different sub use cases 
· Other option(s), please elaborate

At RAN1#110, it was agreed that for characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected:
· Direct AI/ML positioning
· AI/ML assisted positioning
The above two positioning methods are general categorization. In principle, all potential positioning sub use cases can be put under either of the two categories of positioning methods. Therefore, this categorization does not lead to selection of sub use cases and/or down selection of selected sub use cases.
In our view, it may be easier to list the specific examples proposed by different companies, which is more in line with Option 4. Then representative sub use cases can be selected from the list of specific examples. Some examples that have attracted much attention include using LOS/NLOS classification and fingerprinting.
Proposal 4: Sub use cases for AI/ML based positioning are described by functionality that the AI/ML model is intended to fulfill. 
Proposal 5: Sub use cases for AI/ML based positioning based on functionality include:
· Fingerprinting
· LOS/NLOS classification
· Other use cases are not precluded
3	Potential specification impact
Although it is likely that most of the AI/ML algorithms for positioning enhancement can be up to implementation, there are several aspects deserving studies in 3GPP. These include 
· Signalling support for the training and execution of AI/ML models for positioning enhancement
· Data required by the AI/ML models for positioning enhancement (e.g., data reported by UE to gNB, assistance data from gNB to UE)
· Outputs generated by the AI/ML models for positioning enhancement to be delivered from gNB to UE or from UE to gNB
The detailed specification impact heavily depends on the selected sub use cases. Therefore, we suggest agreeing on at least one sub use cases as early as possible so that the corresponding specification impact can be carried out. The specification impact analysis carried out for one exemplary sub use case would shed light on the specification impact analysis for other sub use cases if agreed later.
Proposal 6: Agree on at least one sub use case as early as possible so that the corresponding specification impact analysis can be carried out.
AI/ML model training can occur at gNB or UE side. In either case, the training entity can benefit from assistance from the other entity for training data collection. Relevant areas for discussion include training data type/size, training data source determination, and assistance signalling and procedure for training data collection.
Proposal 7: For AI/ML model training for positioning enhancements, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection at UE side or network side.
Most of the evaluation results presented by companies are based on supervised learning, which require label for each training example. How to obtain ground truth labels is an important aspect that deserves further investigation, including the corresponding specification impact.
In real scenarios, the ground truth labels are measured/estimated and thus they are inevitably noisy. When the noisy ground truth is provided by one entity to another (e.g., from network to UE or from UE to network), it would be beneficial for the receiving entity to know the noisy level of the provided noisy ground truth. 
Proposal 8: For AI/ML model training for positioning enhancements, study potential specification impact related to ground truth label determination and noisy level of the ground truth labels. 
Similar to many other functionalities in 3GPP systems, the usage of AI/ML model for a certain functionality should be under network control, if the functionality at one side cannot be made transparent to the other side. Therefore, assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, model selection, etc. should be investigated.
Proposal 9: For AI/ML based positioning enhancements, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
AI/ML models are data driving. They are trained to learn patterns from data. But the environment of a mobile communication system is dynamic and changes over time, and thus the data also keeps changing. As the data from the environment changes, the AI/ML model performance may be degraded. Therefore, it is essential to monitor the AI/ML model performance and regularly update the model to maintain satisfactory model performance. To this end, assistance signalling and procedure for model performance monitoring and model update/tuning should be investigated.
The first question related to AI/ML model monitoring is what performance metrics should be used for the monitoring. If the AI/ML model performance degrades according to the monitored performance metrics, under what conditions the AI/ML model should be updated require study. Besides, performance monitoring may be facilitated by dedicated reference signals and measurement feedback/report. 
Proposal 10: For AI/ML based positioning enhancements, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning, including monitored metrics, triggers for model update, dedicated reference signals, measurements, and feedback report.
When it comes to AI/ML model inference input, report/feedback of model input for inference (e.g., UE feedback as input for network side model inference) may be needed. In general, the type of model input, and model input acquisition and pre-processing may have potential specification impact. Similarly, when it comes to AI/ML model inference output, outputs generated by an AI/ML model may need to be delivered from gNB to UE or from UE to gNB. The post-processing of AI/ML model inference output may have potential specification impact as well.
Proposal 11: For AI/ML based positioning enhancements, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing for UE side or network side inference.
Proposal 12: For AI/ML based positioning enhancements, study potential specification impact related to report/feedback of model inference output and post-processing for UE side or network side inference.
Different UEs may have different capabilities when it comes to the support of AI/ML algorithms for positioning. Therefore, UE capability for AI/ML based positioning including model training, model inference and model monitoring needs to be investigated and defined.
Proposal 13: For AI/ML based positioning enhancements, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.
Conclusion
In the previous sections, we discuss general aspects of AI/ML framework for NR air interface and make the following observations:
Observation 1: AI/ML techniques can be used to learn the mapping of RF measurements to position.
Based on the discussion in the previous sections we propose the following:
Proposal 1: High accuracy positioning in heavy NLOS scenarios should be the target of using AI/ML for positioning enhancement.
Proposal 2: AI/ML techniques used to learn the mapping of RF measurements to position should be studied for positioning enhancement.
Proposal 3: AI/ML techniques used to provide intermediate estimates such as LOS/NLOS classification should be studied for positioning enhancement.
Proposal 4: Sub use cases for AI/ML based positioning are described by functionality that the AI/ML model is intended to fulfill. 
Proposal 5: Sub use cases for AI/ML based positioning based on functionality include:
· Fingerprinting
· LOS/NLOS classification
· Other use cases are not precluded
Proposal 6: Agree on at least one sub use case as early as possible so that the corresponding specification impact analysis can be carried out.
Proposal 7: For AI/ML model training for positioning enhancements, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection at UE side or network side.
Proposal 8: For AI/ML model training for positioning enhancements, study potential specification impact related to ground truth label determination and noisy level of the ground truth labels. 
Proposal 9: For AI/ML based positioning enhancements, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 10: For AI/ML based positioning enhancements, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning, including monitored metrics, triggers for model update, dedicated reference signals, measurements, and feedback report.
Proposal 11: For AI/ML based positioning enhancements, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing for UE side or network side inference.
Proposal 12: For AI/ML based positioning enhancements, study potential specification impact related to report/feedback of model inference output and post-processing for UE side or network side inference.
Proposal 13: For AI/ML based positioning enhancements, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.
Reference
RP-221348, “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface,” 3GPP TSG RAN #96, June 2022
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Appendix
A.1	RAN1#109-e agreements
Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1

A.2	RAN1#110 agreements
Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.
Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded
Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded
Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 
Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 

