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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement 

For the sub use case BM-Case1, support the following alternatives for further study:

· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)

· Alt.2: Set B is a subset of Set A

· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.

· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:

· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals

· Content/type of the collected data

· Other aspect(s) is not precluded

Agreement 

At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:

· Alt.1: AI/ML model training at NW side;

· Alt.2: AI/ML model training at UE side.

Note: Whether it is online or offline training is a separate discussion.

Agreement 

For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:

· Alt.1: DL Tx beam prediction

· Alt.2: DL Rx beam prediction

· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)

· Note1: DL Rx beam prediction may or may not have spec impact

Agreement
For the sub use case BM-Case2, further study the following alternatives:

· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)

· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)

· Alt.3: Set A and Set B are the same

· Note1: The beam pattern of Set A and Set B can be clarified by the companies.

Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects

· Performance metric(s)

· Benchmark/reference for the performance comparison

· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals

· Other aspect(s) is not precluded

Agreement 

In order to facilitate the AI/ML model inference, study the following aspects as a starting point:

· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting

· Enhanced or new signaling for measurement configuration/triggering

· Signaling of assistance information (if applicable)

· Other aspect(s) is not precluded

Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:

· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 

· E.g., N predicted beams can be the top-N predicted beams

· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information

· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 

· E.g., N predicted beams can be the top-N predicted beams

· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams

· E.g., N predicted beams can be the top-N predicted beams

· FFS: details of Beam angle(s)

· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 

· Note2: Beam ID is only used for discussion purpose

· Note3: All the outputs are “nominal” and only for discussion purpose

· Note4: Values of N is up to each company. 

· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.

· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output

In this contribution, we will provide some discussions on AI/ML for beam management.
2. Discussions 
2.1 Use case description
Beam management involves time domain and spatial domain beam prediction at UE and/or gNB side. In principle, both time-domain prediction and spatial-domain prediction based on AI model can reduce measurement cost under certain accuracy constraint. With limited number of beams in the measurement set (Set B), the beam quality of whole set (Set a) could be predicted.
According to the agreements in last meeting, AI/ML model training at NW side and UE side will be supported. BM-Case1 for NW side is mainly focused on Tx beam selection. When there are a large numbers of Tx beams at gNB sides, AI model can be used to select a suitable transmission beam group to reduce the number of transmission beams and UE measurement overhead. BM-Case1 for UE side is mainly used to beam pair selection and UE could utilize a small number of measurements to make optimal beam prediction with AI model. For different beam management process, like P1/P2/P3, there are also methods to reduce overhead with AI models. For multiple combinations and potential solutions, BM-Case1 needs to be refined and clarified in combination with the process of beam management.
Proposal 1: BM-Case1 should be further refined and clarified according to beam management process.
For BM-Case1 and BM-Case2, DL Tx beam prediction, DL Rx beam prediction and beam pair prediction are all within the scope for FFS. In fact, the different prediction ways are different sub use cases. DL Rx beam is based on UE implementation and hard to be specified. Besides, it is also hard to find the baseline for comparison for Rx beam related schemes. Therefore, for BM-Case1 and BM-Case2, DL Tx beam prediction and beam pair prediction should be provided higher priority than DL Rx beam prediction. 
Proposal 2: DL Tx beam prediction and beam pair prediction should be provided higher priority than DL Rx beam prediction.

For spatial domain prediction, considering the different schemes for NW and UE side, there are different options for the selection of Set A and Set B. For time domain prediction, similar agreements are achieved. In order to further reduce the research workload, it is necessary to further consider clarifying the relationship between Set A and Set B in combination with different scheme descriptions.
Proposal 3: The relationship between Set A and Set B in different use cases needs to be clarified in combination with the use case description for further down-selection.

For different AI/ML-based BM schemes, the basic input of AI model is L1-RSRP. In addition to L1-RSRP, some other values should also be considered as the input of AI model, such as location information, the Tx/Rx beam pattern and beam ID. The difficulty and accuracy of obtaining other values should be considered. Many values are scenario related. For high-speed railway scenario, the terminal path and speed are relatively fixed and it is easy to obtain UE location and speed information. However, for some dense urban scenarios, UE will move without fixed routes and the accuracy of mobility related information is difficult to guarantee. Inaccurate information input will also affect the accuracy of prediction. For the output of the AI model, the L1-RSRP and the beam ID of the Top N beam should be the used as the benchmark for accuracy comparison.
Proposal 4: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams should be used as baseline for further comparison for BM-Case1 and BM-Case2.
2.2 Potential standard impacts
Data collection is important for AI/ML model training. Beam measurement are mainly performed at UE side. UE could collect measured data for AI model training. In order to support NW side model training, measurement results should be feedback from UE to NW. UE measurements results could be reported by legacy BM mechanisms. AI model at NW side could use the feedback, like RSRP, Tx beam ID, for AI model training. If new data type other than legacy report values are required, new data type could be added to the feedback data. 

Proposal 5: New data type for AI model training needs FFS.
If NW side should provide AI model to UE, model transfer over air interface should be considered. In general, gNB could have a better understanding of the coverage area and corresponding transmission beam. It is relatively easy to provide a cell-specific AI/ML model for all UEs covered by one gNB. Once a UE enters a cell, the AI/ML model could be transmitted for beam measurement enhancement.

Proposal 6: If AI model transfer from NW side to UE side is supported, AI model transfer over air interface should be specified.
In order to support life cycle management for BM, some assistant information could be considered. For NW side AI model training and inference, AI model is used for Tx Beam selection. NW is not required to inform UE the beam selection algorithms. For UE side AI model, NW should consider AI model LCM with UE together. One typical scenario is NW assistant AI model update. NW side could trigger AI model update at UE side once abnormal measurement values are presented at NW side. 
Proposal 7: NW side could send assistant information to UE side for AI model update.
3. Conclusion
In summary, the following proposals are provided:
Proposal 1: BM-Case1 should be further refined and clarified according to beam management process.
Proposal 2: DL Tx beam prediction and beam pair prediction should be provided higher priority than DL Rx beam prediction.

Proposal 3: The relationship between Set A and Set B in different use cases needs to be clarified in combination with the use case description for further down-selection.

Proposal 4: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams should be used as baseline for further comparison for BM-Case1 and BM-Case2.
Proposal 5: New data type for AI model training needs FFS.
Proposal 6: If AI model transfer from NW side to UE side is supported, AI model transfer over air interface should be specified.
Proposal 7: NW side could send assistant information to UE side for AI model update.
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