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1. Introduction

In last meeting, the following agreements have been achieved on general aspects [1].
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management

· Data collection

· Note: This also includes associated assistance information, if applicable.

· Model training

· [Model registration]

· Model deployment

· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 

· [Model configuration]

· Model inference operation

· Model selection, activation, deactivation, switching, and fallback operation

· Note: some of them to be refined

· Model monitoring

· Model update

· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.

· Model transfer

· UE capability

Note: Some aspects in the list may not have specification impact.

Note: Aspects with square brackets are tentative and pending terminology definition.

Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML

· Performance

· Intermediate KPIs

· Link and system level performance 

· Generalization performance

· Over-the-air Overhead

· Overhead of assistance information

· Overhead of data collection

· Overhead of model delivery/transfer

· Overhead of other AI/ML-related signaling

· Inference complexity

· Computational complexity of model inference: FLOPs

· Computational complexity for pre- and post-processing

· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)

· Training complexity

· LCM related complexity and storage overhead

· FFS: specific aspects

· FFS: Latency, e.g., Inference latency

Note: Other aspects may be added in the future, e.g. training related KPIs Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption

	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 

Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.

Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.

Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.

Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.


Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption

Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.

Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.


Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.
These agreements and conclusions provide good framework for the further study of AI/ML based air interface design. In this contribution, we will provide some discussions on general aspects of AI/ML based air interface design.
2. Discussions 
2.1 Notations/Terminology
2.1.1 online/offline training
There are some discussions on online and offline training and working assumptions are achieved. Some important factors are considered in the definition, i.e. real-time vs. non real-time, fine turning/ re-training. In real deployment, the key point of online and offline training is the usage of collection data timely. There is no consensus on the use case of online training yet. It should be further studied that whether online training could be used for different use cases or not. For the point view of specification, online training might also require some additional data collection related KPIs which needs further discussions. 
Proposal 1: The working assumptions on online and offline training could be agreed. 
2.1.2 model transfer/delivery
Model transfer is the key feature to verify collaboration levels. AI model includes structure and parameter information and the size of AI model varies from several K bits to hundreds of Mbytes. There are several potential ways for AI model delivery. AI model delivery over 3GPP air interface should be defined as model transfer, e.g. from gNB to UE. AI model transfer over air interface will require some specification works to support AI model transfer indication and transfer over PDSCH/PUSCH. AI model could also be delivered by non-3GPP methods. AI model delivery is over OTT and no specification works is required. In general, AI model delivery over air interface should be regarded as model transfer to make justification of different collaboration levels. 
Proposal 2: The definition of model transfer for collaboration level differentiation should be restricted on model delivery over air interface. 

2.1.3 Separate and joint training
With the limitation of original data transmission and other limitations, separate training and joint training is used for the description of training process within one node or among different nodes. The description of separate training and joint training are agreed in CSI section. In principle, joint training could also be regarded as a special case of federal learning. 

Proposal 3: Separate training and joint training could be added to terminology list.
2.2 Collaboration level
Collaboration level is highly related to model transfer definition. There is no consensus yet on whether AI model delivery by non-3GPP way should be part of model transfer. The boundary of level y and z is ambiguous. For different use cases, model transfer should be considered. One typical case is model transfer from NW to UE. From the point of data collection, NW owns more accurate and integrity information on the serving area. In order to realize fast deployment of AI model, AI model from NW should be considered. 
Observation 1: AI models from NW to UE could realize fast AI model deployment.
When AI model is delivered from gNB to UE, AI model transfer over air interface should be considered and it should be categorized as collaboration level z. Even using AI model from NW, there are some differences for the three use cases, especially for AI-based CSI feedback. AI-based CSI feedback requires a high degree of cooperation between gNB and UE to complete CSI compression and decompression, while AI-based BM and positioning only need one side AI model deployment. In order to reflect this difference in the definition of cooperation level, further distinction can be made in the definition of collaboration level z. 
Proposal 4: Collaboration level z could include be further categorized to z-a and z-b with the additional restriction of one-side and two-side model. 
Model delivery by non-3GPP way needs further discussion. Model delivery from gNB should be over air interface, but UE download AI model from third party server should also be considered. When AI model is downloaded by UE over OTT, the whole process is transparent to gNB and there is no effect on the design of air interface. This case should be regarded as model training and deployment by UE and should not be classified to collaboration level z. 
Proposal 5: model transfer over air interface should be the key difference between collaboration level y and z.
2.3 AI/ML model life cycle management
The key of AI/ML model life cycle management is AI/ML model performance monitoring. Once the performance of an AI/ML model could not satisfy the expectation, model switching or other operations will be triggered. The monitoring of AI/ML model performance could be based on model testing with labeled data or system KPI monitoring. In general, explicitly testing of AI/ML model with latest data could achieve the accurate performance of AI/ML model. However, the operation of AI/ML model testing requires labeled test data set, which is not easy to achieve or requires some extra data transmission in some scenarios. Therefore, a flexible AI/ML model monitoring framework for each use case is important for the real deployment of AI/ML model-based solution.

Proposal 6: A flexible AI/ML model monitoring framework could be considered to support different use cases.

The details of flexible AI/ML model monitoring framework could be discussed further. The basic principle of flexible AI/ML model monitoring framework should be the combination of period model testing and non-periodic model monitoring triggered by system KPI monitoring. The period of model testing could be configurable and depend on the special use case requirements. KPI monitoring could follow legacy process and the abnormal KPI monitoring results could trigger the AI/ML model testing to identify the problem. 
Observation 2: AI/ML model testing and KPI monitoring could be combined to construct AI/ML model monitoring framework.

Both UE and gNB should consider AI/ML model testing and KPI monitoring. Once gNB and/or UE side deploy AI model, data collection, AI model testing and KPI monitoring should be performed. Besides, when UE perform AI model monitoring, it is also beneficial that some assistant information is feedback to gNB side to make AI model monitoring and updating related decisions. 

Proposal 7: Both UE and gNB side AI model testing and KPI monitoring should be considered. Besides, UE could also feedback AI model testing and KPI related information to gNB.

2.4 Common aspects of evaluation methodology
EVM for each use case is discussed in different sections. There are some common consensuses in last meeting on basic simulation assumptions. Especially, the general simulation framework based on 3GPP channel models are achieved, which means performance evaluation for different use cases will start. Considering the generation of dataset involves many details and the verification of dataset is difficult. In order to reduce the difficulty of crosscheck, dataset could also be directly provided online. Some public platforms could be used for dataset sharing. If some field test data are proposed for model training or testing, it should also be uploaded to public platform for cross check. 

Observation 3:  Dataset sharing is beneficial for crosscheck and AI/ML model testing.

3. Conclusion
In summary, the following proposals and observations are provided:
Observation 1: AI models from NW to UE could realize fast AI model deployment.
Observation 2: AI/ML model testing and KPI monitoring could be combined to construct AI/ML model monitoring framework.

Observation 3:  Dataset sharing is beneficial for crosscheck and AI/ML model testing.

Proposal 1: The working assumptions on online and offline training could be agreed. 
Offline training: An AI/ML training process that is performed non-continuously with model monitoring and updating as model inference.

Proposal 2: The definition of model transfer for collaboration level differentiation should be restricted on model delivery over air interface. 

Proposal 3: Separate training and joint training could be added to terminology list.
Proposal 4: Collaboration level z could include be further categorized to z-a and z-b with the additional restriction of one-side and two-side model. 
Proposal 5: model transfer over air interface should be the key difference between collaboration level y and z.

Proposal 6: A flexible AI/ML model monitoring framework could be considered to support different use cases.

Proposal 7: Both UE and gNB side AI model testing and KPI monitoring should be considered. Besides, UE could also feedback AI model testing and KPI related information to gNB.
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