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	Introduction

In RAN1#110, agreements were reached corresponding to one use case of AI/ML for spatial-frequency domain CSI compression. In addition, it was concluded to further discuss a few other sub-use cases in the following meetings. Concretely, the following was agreed in RAN1#110 [1].
	Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’, between GCS and SGCS, SGCS is adopted
Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification
Agreement
For CSI enhancement evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects as a starting point:
· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
· Various sizes of CSI feedback payloads, FFS candidate payload number
· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.
· Companies to report the selected configurations for generalization verification
· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc.
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, the capability/complexity related KPIs, including FLOPs as well as AI/ML model size and/or number of AI/ML parameters, are to be reported separately for the CSI generation part and the CSI reconstruction part.



In this contribution document, we further discuss our views on the evaluation methodology for CSI feedback.
[bookmark: _Ref30491904][bookmark: _Ref30492156][bookmark: _Ref30491838]Metrics for intermediate performance evaluation
Introduction
 Reference [2] summarizes the several schemes proposed for evaluation of an intermediate KPI (especially for rank >1). Amon them are:
· Alt.1: Realized relative SNR (RRSNR): Ericsson
· Note: is the number of subbands,  is the number of layers, is the complex channel matrix for subband ,  is the precoding vector,  is the -th largest singular value

· Alt.4: Numerical spectral efficiency gap (for rank >= 1): Qualcomm
Numerical SE Gap =  
· Note: SE(.) denotes the numerical spectral efficiency function which may be defined as follows, where  denotes the SNR:

· Qualcomm: Chordal distance and numerical spectral efficiency gap metrics are not affected by a mismatch in the order of the eigenvectors between the target CSI and output CSI

· Alt.6: Normalized Expected Directional Gain (NEDG): Lenovo
[bookmark: _Toc115191192][bookmark: _Toc115341640][bookmark: _Toc115342392][bookmark: _Toc115421232][bookmark: _Toc115421358][bookmark: _Toc115451107]
In fact, all these approaches have similar underlying method to compute the KPI, so, here, we are proposing to merge the above schemes into one unified metric as described below.
Relative Achievable Rate
Consider an eNB and a UE equipped with  and  antennas respectively. We have collected  samples of the channel  where  shows different time samples and jshow the number of frequency measurements we have over different subcarriers.  , itself, is a complex-valued matrix of size , i.e.,  . The corresponding Tx-side eigenvectors and eigenvalues of  are denoted by  and  where  and  is the number of eigenvectors. Also, . Furthermore, assume that the estimated Tx-side eigenvectors and eigenvalues are denoted by  and , respectively. Also, 
To evaluate the efficiency of the estimated eigenvectors, we propose to use relative achievable rate (RAR) defined as:
[bookmark: _Toc115341641][bookmark: _Toc115342393]
[bookmark: _Hlk114819892]where  is the SNR. This can be simplified as
[bookmark: _Toc115341642][bookmark: _Toc115342394]

Note that  varies in different . So, in general it can be evaluated for different values of  
[bookmark: _Hlk114819981]Also, to have an even a simpler evaluation metric, we can report RAR(1), i.e.,:
[bookmark: _Toc115341643][bookmark: _Toc115342395]

Proposal 1 [bookmark: _Toc110598707][bookmark: _Toc110598786][bookmark: _Toc110598960][bookmark: _Toc110599022][bookmark: _Toc110603250][bookmark: _Toc110604783][bookmark: _Toc110639309][bookmark: _Toc110846491][bookmark: _Toc110852479][bookmark: _Toc111019165][bookmark: _Toc111102009][bookmark: _Toc111193843][bookmark: _Toc115191196][bookmark: _Toc115341644][bookmark: _Toc115342396][bookmark: _Toc115421233][bookmark: _Toc115421359][bookmark: _Toc115451108]As one intermediate KPI, to evaluate the efficiency of the estimated precoders, we suggest to use relative achievable rate (RAR) defined as : 
[bookmark: _Toc115341645][bookmark: _Toc115342397][bookmark: _Toc115421234][bookmark: _Toc115421360][bookmark: _Toc110603252][bookmark: _Toc110604785][bookmark: _Toc110639311][bookmark: _Toc110846493][bookmark: _Toc110852481][bookmark: _Toc111019167][bookmark: _Toc111102011][bookmark: _Toc111193845][bookmark: _Toc110598708][bookmark: _Toc110598788][bookmark: _Toc110598962][bookmark: _Toc110599024]
[bookmark: _Toc115191198][bookmark: _Toc115341646][bookmark: _Toc115342398][bookmark: _Toc115421235][bookmark: _Toc115421361][bookmark: _Toc115451109]where  is the SNR and channels are normalized, i.e.,   is assumed to be normalized. For simplification,  can report at , i.e.,

[bookmark: _Toc115421362]

· [bookmark: _Toc110603253][bookmark: _Toc110604786][bookmark: _Toc110639312][bookmark: _Toc110846494][bookmark: _Toc110852482][bookmark: _Toc111019168][bookmark: _Toc111102012][bookmark: _Toc111193846][bookmark: _Toc115191199][bookmark: _Toc115341647][bookmark: _Toc115342399][bookmark: _Toc115421236][bookmark: _Toc115421363][bookmark: _Toc115451110]Note also, if the metric is intended for comparison between different implementations which use the same “H”, then the denominator can be removed (as it will be the same between different models). 
 
Evaluation of the AI/ML based CSI compression sub use cases
During RAN1#110, a few training schemes have been proposed including:
· Type 1: Joint training of the two-sided model at a single side/entity
· 	Type 2: Joint training of the two-sided model at network side and UE side
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
In [2], there where also discussion on the important parameters in each type, for example:
· Proposal 3.4.1: For the evaluation of Type 2: Joint training of the two-sided model at network side and UE side, respectively, companies are encouraged to report the following aspects:..., 
· Proposal 3.4.2: For the evaluation of Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively, companies are encouraged to report the following aspects:...
To better answer these questions, we believe, we first need to better define where and how this particular type of training is applied. 
For example, one AI/ML model may use several of these schemes in different stages, for example, use Type 3 during initial training and Type 2 during the fine tuning. Different parameters might be important for the same training type in different stages of the lifecycle.
Furthermore, what needs to be evaluated depends on:
· Where the training is performed (e.g., UE, on gNB, on other node(s) in the cloud)
· If training needs only simulated data or offline field dataset or online (e.g., (near) real-time) dataset is needed. 
What needs to be evaluated depends on the model lifecycle stage and selection above, i.e., it is not possible to just say what needs to be evaluated for Type 1 for example in isolation. So, we need to have quadruple to completely define the model training characteristics and the relevant evaluation parameters:
(Lifecycle stage, Training type, Training entity, Dataset type)
Example 1: Type2 but different location:
· (initial training, Type2, UE and gNB, … ): there is no need for reporting of the model transfer overhead (as the models are already present at the UE and gNB). 
· (initial training, Type2, two network entities, … ): We need to report the model transfer overhead for the UE side of the model (as it is passing through the air interface).
Example 2: Type3 different stages:
· (initial training, Type3, two network entities, simulated data): no need to evaluate the time needed for collecting the training data.
· (Fine tuning, Type3, two network entities, Offline field data): We need to evaluate the overhead associated with dataset collection.
· (Fine tuning, Type3, two network entities, Online (near-real time) field data): We need to evaluate the overhead, and the delay associated with dataset collection.
Note: Different algorithms may not need to specify all Lifecycle stages, i.e., one algorithm may only have initial training without any need for model tuning and model update. 
Table 1 summarizes different possibilities.
[bookmark: _Ref115336473]Table 1 Training Stages of an AI/ML model.
	Lifecycle stage
	Type 1
	Type 2
	Type 3
	Training entity
	Dataset type: Simulated dataset, Offline Field dataset, Online (near-real time) dataset

	Initial Training
	
	
	
	
	

	Fine Tuning
	
	
	
	
	

	Model Update 
	
	
	
	
	


Note that one AI/ML scheme can have different selection in different stages. For example, on scheme could have the following properties as shown in Table 2:
[bookmark: _Ref115447615]Table 2 Example of Training Stages of an AI/ML model.
	Lifecycle stage
	Type 1
	Type 2
	Type 3
	Training entity
	Dataset type: Simulated dataset, Offline Field dataset, Online (near-real time) dataset

	Initial Training
	
	
	x
	Cloud nodes
	Simulated Dataset

	Fine Tuning
	NA

	Model Update 
	x
	
	
	UE node
	Offline Field dataset



Proposal 2 [bookmark: _Toc115191200][bookmark: _Toc115341648][bookmark: _Toc115342400][bookmark: _Toc115421237][bookmark: _Toc115421364][bookmark: _Toc115451111]In order to define the model training characteristics and the relevant evaluation parameters, companies are encouraged to report the quadruple of (Lifecycle stage, Training type, Training entity, Dataset type) for the proposed AI/ML scheme, such as in Table 1. 
In each combination, some parameters are more important to be reported. In the following we present our view on some cases related to Type3.
· Case 1: (initial training, Type3, two network entities, simulated data)
· Overhead of model transfer for the UE-part
· Discussion on accuracy of model after deployment in real environment
· [bookmark: _Hlk115097599]Case 2: (initial training, Type3, two network entities, Offline field data)
· Overhead of model transfer for the UE-part
· Overhead of ground-truth CSI transmission
· Case 3: (initial training, Type3, UE and gNB nodes, Offline field data)
· Overhead of training data transmission (between the UE and gNB)
· Complexity of model training on UE
· Whether separate model is needed per UE or the model is generalizable  
· Case 4: (Fine tuning, Type3, two network entities, Offline field data)
· Overhead of model transfer for the UE-part
· Overhead of ground-truth CSI transmission
· Latency of ground-truth CSI transmission
· Case 5: (Fine tuning, Type3, UE and gNB nodes, online field data)
· Overhead of training data transmission (between the UE and gNB)
· Complexity of model training on UE
· Whether separate model is needed per UE or the model is generalizable  
· Latency of model training 
· Case 6: (Fine tuning, Type3, two network entities, online field data)
· Overhead of model transfer for the UE-part
· Overhead of ground-truth CSI transmission
· Latency of ground-truth CSI transmission
· Latency of model training 
Proposal 3 [bookmark: _Toc115421238][bookmark: _Toc115421365][bookmark: _Toc115191202][bookmark: _Toc115341650][bookmark: _Toc115342402][bookmark: _Toc115421239][bookmark: _Toc115421366][bookmark: _Toc115451112]Based on the selected quadruple for the proposed AI/ML scheme (Lifecycle stage, Training type, Training entity, Dataset type), companies are encouraged to report related metrics. 
Joint/separate reporting of precoders for rank>1  
One idea to transmit CSI using AI/ML module is to train a two-part model that takes an eigen-vector of the channel as the input, transmit the compressed/quantized representation of the input using the first-part model, and reconstruct the eigen-vector using the received representation using the second-part model.  
 (encoder)
UE side
 (decoder)
gNB side
Eigenvector 
Latent Representation
Estimated 
Eigenvector 


[bookmark: _Ref109290979][bookmark: _Ref109115699]: A sample block diagram for a two-sided model.
Now, consider a case in which the UE needs to feedback CSI corresponding to a rank higher than one. For simplicity of explanation, assume that the UE wants to report back two eigenvectors  and . Also, assume that the UE is allowed to use  feedback bits for transmission of each eigenvector.
For such transmission, we can use the following scheme:
Scheme 1: Separate encoding
a- Use training dataset to train a two-part model, , which is optimized to transmit the largest eigenvector of the channel matrix.
 Input: largest eigenvector, Latent Rep.:  bits, output: estimation of the largest eigenvector
b-  Use training dataset to train a two-part model, , which is optimized to transmit the second largest eigenvector of the channel matrix.
Input: second largest eigenvector, Latent Rep.:  bits, output: estimation of the second largest eigenvector
c- Use  and  to transmit  and , respectively (total of  bits) 
 
 

 bits

 
 

 bits


: Scheme 1, Separate encoding
One alternative is instead of having separate model for each eigenvector, we generate a combine model for transmission of both eigenvectors with the total number of  bits. 

Scheme 2: Joint encoding
a- Use training dataset to train a two-part model, , which is optimized to transmit the first two largest eigenvector of the channel matrix at the same time.
 Input: Set of concatenated first and second eigenvector as a 2D matrix, 
 Latent Rep.:  bits, 
 output: estimation of both eigenvectors
b- Use  to transmit [  simultaneously (total of  bits) 
 
 

 bits


: Scheme 2, Joint encoding
In the following we compare the results of these schemes. In this study we have considered a network with 32 and 4 antenna ports at the eNB and the UE, respectively, with a bandwidth of 10MHz. As agreed in RAN#109-e [3] we have used UMa and parameters specified in appendix 6.1. For other details of the simulation assumptions, please refer to Section 6.1.
	Test Set
	Model
	# of feedback
	SGSC
	Average SGSC
	GSC
	Average GSC

	Joint Embedding
	
	272*2
	Layer1: 83.4
Layer2: 77.1
	80.25
	Layer1: 90.9
Layer2: 87.2
	89.05

	Separate Embedding
	
	272
	83.9
	79.5
	91.2
	88.4

	
	
	272
	74.2
	
	85.6
	

	Type2. Rel16
	--
	272*2
	Layer1: 81.1
Layer2: 68.0
	74.55
	Layer1: 89.5
Layer2: 80.9
	85.2


[bookmark: _Ref115447986]Table 3. Performance comparison of AI/ML schemes vs. eType-II Rel-16 codebook
As can be verified in Table 3, 
1- AI/ML schemes have superior performance compared to conventional methods.
2- The average performance of the joint encoding is higher than the average performance of the separate encoding.

Note: The above two schemes are not the only possible ways that the AI/ML-based CSI feedback can be trained. Especially, for scheme 1, it is desirable two train one single model that works for both the first and the second eigen vector. However, since we wanted to compare the performance with scheme 2, we have selected scheme 1 as an upper bound of the separate encoding scheme.
Proposal 4 [bookmark: _Toc115421240][bookmark: _Toc115421367][bookmark: _Toc115421241][bookmark: _Toc115421368][bookmark: _Toc115191203][bookmark: _Toc115341651][bookmark: _Toc115342403][bookmark: _Toc115421242][bookmark: _Toc115421369][bookmark: _Toc115451113]Performance of the Joint and Separate embedding methods should be evaluated.
Conclusions
This contribution addressed AI/ML-based CSI feedback enhancements. We have the following observations and proposals:
Proposal 1	As one intermediate KPI, to evaluate the efficiency of the estimated precoders, we suggest to use relative achievable rate (RAR) defined as :

where  is the SNR and channels are normalized, i.e.,   is assumed to be normalized. For simplification,  can report at , i.e.,


	Note also, if the metric is intended for comparison between different implementations which use the same “H”, then the denominator can be removed (as it will be the same between different models).
Proposal 2	In order to define the model training characteristics and the relevant evaluation parameters, companies are encouraged to report the quadruple of (Lifecycle stage, Training type, Training entity, Dataset type) for the proposed AI/ML scheme, such as the following table.
	Lifecycle stage
	Type 1
	Type 2
	Type 3
	Training entity
	Dataset type: Simulated dataset, Offline Field dataset, Online (near-real time) dataset

	Initial Training
	
	
	
	
	

	Fine Tuning
	
	
	
	
	

	Model Update 
	
	
	
	
	



Proposal 3	Based on the selected quadruple for the proposed AI/ML scheme (Lifecycle stage, Training type, Training entity, Dataset type), companies are encouraged to report related metrics.
Proposal 4	Performance of the Joint and Separate embedding methods should be evaluated.
[bookmark: _Toc100923325][bookmark: _Toc100923338][bookmark: _Toc100923332][bookmark: _Toc100923345][bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]
Appendix 1
[bookmark: _Ref111220018]Simulation assumptions
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 2GHz 

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ


	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)


	BS Tx power
	41 dBm for 10MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz, 30kHz for 4GHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	FFS

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	Overhead
	Only CSI-feedback overhead

	Traffic model
	Full Buffer

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
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