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Introduction
The new study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [1]. One of the study objectives includes the analysis of solutions for CSI feedback enhancements:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on:
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project


In this contribution, we express our views on sub use cases for AI/ML CSI including potential specification impact.
Discussion
Sub-use cases
The following conclusion was made by RAN1 on potential sub use cases for AI/ML CSI.
	Conclusion
· [bookmark: _Hlk111145446]Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.


Spatial-frequency domain CSI compression using two-sided AI model sub use case was agreed by RAN1 (please see the below agreement). 
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 


In our contribution [2] it was shown by simulation results that ML based Autoencoder can outperform Rel-16 eType II PMI codebook at least for Rank-1 case in almost all overhead regimes for InH and Dense Urban Macro deployments. Considering the above, in our view the sub use case corresponding to Spatial-frequency domain CSI compression using two-sided AI model should be prioritized for this SI.
Proposal 1:
· Spatial-frequency domain CSI compression using two-sided AI model should be prioritized
One of the features which may improve the system performance for high and medium UE speed assumptions is CSI prediction. CSI prediction using one-sided model is listed as a potential sub-use case for the AI/ML CSI study. However, it should be noted that many different non-AI/ML algorithms can be applied to achieve exactly the same goal. For example, performance evaluations for CSI prediction based on autoregressive model are presented in our tdoc [2]. Based on the presented results it can be observed that significant performance defense can be assumed for prediction with different configuration parameters (e.g. number of measurements and autoregressive model order). Hence, if CSI prediction using one-sided model is considered by RAN1, performance comparison with baseline non-AI/ML solution should be performed. 
Proposal 2: 
· If CSI prediction using one-sided model is considered by RAN1, performance comparison with a baseline non-AI/ML solution should be performed
The temporal-spatial-frequency domain CSI compression using two-sided model sub use case can be considered as an additional enhancement on top of the spatial-frequency domain CSI compression. It is expected to be more efficient while it may have more problem with generalization due to different UE speeds and other parameters. Also, it has more complicated network structure and training procedure. Thus, temporal-spatial-frequency domain CSI compression using two-sided model sub use case may be considered as further enhancement after sufficient progress is achieved on two-sided AI/ML model for CSI with spatial-frequency domain CSI compression only.
Proposal 3:
· Consider temporal-spatial-frequency domain CSI compression using two-sided model as an enhancement on top of the spatial-frequency domain CSI compression using two-sided model

AI/ML model training
At the last RAN1 meeting the following agreement was made on AI/ML model training.
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 



Also, in the agenda item for general aspects on AI/ML consensus is achieved on the definitions of terms offline training and online training. Thus, in our view it is better to clarify that the training types defined in the above agreement are applicable for offline training only. Aspects related to online training requires separate discussion in our view.
Proposal 4:
· It should be clarified that offline training only is assumed for the agreed training collaboration types
It can be noted that from the performance perspective Type 1 and Type 2 training collaboration are very close since joint training of encoder and decoder is assumed for both cases. However, the performance of Type 3 training collaboration can be significantly impacted by the separate training procedure. Thus, performance loss may be observed for Type 3 comparing to Type 1 and Type 2 due to separate encoder and decoder training depending on training order and number of iterations for the iterative training of encoder and decoder. 
Proposal 5: 
· Performance loss is expected for Type 3 model training collaboration depending on training order and number of iterations
For the further analysis on the spatial-frequency domain CSI compression sub-use case, understanding on the usage of encoder and decoder for the two-sided model is required. For inference operation there is no need to have trained encoder neural network at the network side since only feedback bits and decoder are needed at the network to construct the precoding matrix. For the inference operation at the UE side, trained decoder is not required to derive feedback bits for PMI. However, if accurate CQI calculation is required then knowledge of the trained decoder is needed at the UE. 
Proposal 6:
Consider the following assumptions at least for inference operation
· Trained encoder is not required at the network side for network operation
· Trained decoder may be required at the UE side for accurate CQI calculation
One of the aspects which is related to the training of the neural network is the data collection. In our view, at least for initial study of the AI/ML CSI sub use cases it can be assumed that existing NR features are considered for data collection (e.g. SRS, CSI-RS, CSI reporting).
Proposal 7:
· Consider existing NR features as baseline for data collection (e.g. SRS, CSI-RS, CSI reporting)


AI/ML model input and inference
At the last RAN1 meeting the following agreements were made w.r.t. AI/ML model input and inference.
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 



In our view the parameters for the model input should be defined similar to parameters L and M for the Enhanced Type II PMI codebook, where parameter L controls the number of inputs for spatial domain and parameter M controls the number of inputs for frequency domain, so the dimension of input matrix is L x M. Also, it should be clarified that input for the AI/ML model corresponds to the input for neural network after pre-processing. 
Proposal 8:
· The dimensions of the input are defined by parameters similar to parameters L/M parameters for Enhanced Type II PMI codebook (considering that input corresponds to the neural network input after pre-processing)
Since the neural network is trained assuming a particular algorithm for pre-processing, it doesn’t make sense to have separate configuration/specification of pre-processing algorithm and neural network (including neural network weights considering that the same neural network may be trained with different pre-processing algorithms). Thus, if an AI/ML model is configured at the UE for inference, information on pre-processing for that model should be provided to the UE (e.g. specified, configured, downloaded, transferred etc.). Since the pre-processing and neural network are highly related it is important to provide clear definition of pre-processing algorithm. To describe pre-processing at least linear transforms (DFT across different dimensions), downselection of matrix elements and normalization operations should be defined. 
Proposal 9: 
It is expected that AI/ML model is trained assuming a particular pre/post processing
· If an AI/ML model is configured at the UE for inference, information on pre-processing for that model should be provided to the UE (e.g. specified, configured, downloaded etc.)
· Pre/post-processing may include at least linear transforms (DFT across different dimensions), downselection of matrix elements and normalization
In the current NR specification, the assumptions for CQI calculation at the UE are clearly described to avoid mismatch of CQI value reported by the UE and the corresponding MCS applied at the gNB for PDSCH transmission. If assumption on CQI calculation is not clear, then some performance loss due to link adaptation errors may be observed. For the spatial-frequency domain CSI compression using two-sided AI model, the output precoding matrix can be used at the UE for accurate CQI calculation only if the trained decoder is known at the UE side. Otherwise, an approximation of precoding matrix can be considered (e.g. based on Type I PMI codebook) for specification. 



Proposal 10:
Assumptions for CQI determination (e.g. applied precoding matrix) shall be defined in specification to avoid ambiguity at the gNB side
· If trained decoder is known at the UE side, output precoding matrix can be used at the UE for accurate CQI calculation
· If trained decoder is not known at the UE side, approximation of precoding matrix can be used (e.g. based on Type I PMI codebook)
Other aspects
One of the aspects which may be considered for the AI/ML CSI is performance monitoring. Performance monitoring mechanism may be needed to avoid cases where AI/ML performance is poor due to non-optimal configuration of neural network, pre/post processing or other parameters. Different PMI codebooks are supported for NR with various range of parameters (e.g. 8 configurations for Enhanced Type II PMI codebook). However, there is no performance monitoring defined in current NR specification for CSI since PMI codebooks are general and can be applied for various scenarios. Thus, in our view, support of performance monitoring for AI/ML CSI should be justified.
Proposal 11: 
· Support of performance monitoring for AI/ML CSI should be justified
· There is no performance monitoring defined in current NR specification for CSI
Also, in our view RAN1 should strive to avoid unnecessary changes in specification to support AI/ML CSI. Thus, the study of AI/ML based CSI compression should be based on the legacy CSI feedback framework including CSI measurements, CSI reporting and UE capabilities.
Proposal 12:  
· The study of AI/ML based CSI compression should be based on the legacy CSI feedback framework including CSI measurements, CSI reporting and UE capabilities
Conclusion
In this contribution, we have provided our views on sub use cases for AI/ML CSI including potential specification impact. The following proposals were made. 
Proposal 1:
· Spatial-frequency domain CSI compression using two-sided AI model should be prioritized
Proposal 2: 
· If CSI prediction using one-sided model is considered by RAN1 performance comparison with baseline non-AI/ML solution should be performed
Proposal 3:
· Consider temporal-spatial-frequency domain CSI compression using two-sided model as an enhancement on top of the spatial-frequency domain CSI compression using two-sided model
Proposal 4:
· It should be clarified that offline training only is assumed for the agreed training collaboration types
Proposal 5: 
· Performance loss is expected for Type 3 model training collaboration depending on training order and number of iterations
Proposal 6:
Consider the following assumptions at least for inference operation
· Trained encoder is not required at the network side for network operation
· Trained decoder may be required at the UE side for accurate CQI calculation
Proposal 7:
· Consider existing NR features as baseline for data collection (e.g. SRS, CSI-RS, CSI reporting)
Proposal 8:
· The dimensions of the input are defined by parameters similar to parameters L/M parameters for Enhanced Type II PMI codebook (considering that input corresponds to the neural network input after pre-processing)
Proposal 9: 
It is expected that AI/ML model is trained assuming a particular pre/post processing
· If an AI/ML model is configured at the UE for inference, information on pre-processing for that model should be provided to the UE (e.g. specified, configured, downloaded etc.)
· Pre/post-processing may include at least linear transforms (DFT across different dimensions), downselection of matrix elements and normalization
Proposal 10:
Assumptions for CQI determination (e.g. applied precoding matrix) shall be defined in specification to avoid ambiguity at the gNB side
· If trained decoder is known at the UE side, output precoding matrix can be used at the UE for accurate CQI calculation
· If trained decoder is not known at the UE side, approximation of precoding matrix can be used (e.g. based on Type I PMI codebook)
Proposal 11: 
· Support of performance monitoring for AI/ML CSI should be justified
· There is no performance monitoring defined in current NR specification for CSI
Proposal 12:  
· The study of AI/ML based CSI compression should be based on the legacy CSI feedback framework including CSI measurements, CSI reporting and UE capabilities
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