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Introduction
In RAN1#110 meeting, the following agreements [1] have been achieved about sub use cases and specification impacts on AI/ML for beam management.
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded
Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.
Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact
Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded
Agreement
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output



This contribution presents our views on AI/ML for DL beam prediction and the potential specification impacts.
Sub use case 
Discussion on online/offline training
In RAN1#110 meeting, the following proposal [2] about online/offline training has been discussed.
	Proposal 2.1.2: For the sub use case BM-Case1 and BM-Case2, support the following type(s) of AI/ML model training:
· Alt.1. offline training
· [Alt.2. online training e.g. for reinforcement learning]


And the work assumption [1] on online/offline training in 9.2.1 also has achieved as follows
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference is (typically continuously) trained in (near) real-time with the arrival of new training samples. Note: the notion of (near) real-time vs. non-real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



From the definition of online training, the continuous training in (near) real-time is assumed. Generally, the training of AI/ML model costs large computation especially for continuous training in real-time manner. Compared with NW, UEs are more sensitive to the computation and power consumption. When online and offline training are discussed for beam prediction on AI/ML, it needs to consider that whether AI/ML model is the NW-side or UE-side model. For NW-side model, both online training and offline training can be supported since the NW may have enough computation resource of model training. However, for UE-side model, the offline training is supported to avoid the large computation requirement and power consumption for the continuous training in real-time manner.
Proposal 1: For the sub use case BM-Case1 and BM-Case2, the study on type of AI/ML model training is suggested to consider the model deployment.
Proposal 2: For the sub use case BM-Case1 and BM-Case2, the following type of AI/ML model training is suggested to study:
· Online and offline training for NW-side model
· Offline training for UE-side model
Discussion on the predicted beam
As discussion in RAN1#110 meeting, regarding spatial/time-domain DL beam management, three alternatives for predicted beams are agreed for further study.
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction
From our understanding, the DL beam pairs consist of one DL Tx beam and a corresponding DL Rx beam. In this case, the Alt.1 and Alt.2 can be treated as special cases for the Alt.3. For potential specification impacts, study the impacts of Alt.3 may include that of Alt.1 and Alt2. When these three alternatives are down selected, the DL beam pairs prediction should have higher priority.
Proposal 3: For the sub use case BM-Case1 and BM-Case2, study on DL beam pairs prediction should be prioritized.
Potential specification impacts
For DL beam prediction on AI/ML model, the potential specification impacts depend on NW-side model or UE-side model.
For the NW-side model, UE will measure the quality of beam pairs and feedback the measurement results to NW for training or inference. When the number of DL Tx beam and DL Rx beam is large, the feedback overhead will be increased a lot compared with R15/R16/R17 definition about UCI feedback about beam measurement reporting.
As discussion of EVM for beam prediction on AI/ML, the UCI reporting overhead is agreed as one of the KPI. Let’s firstly analyze the UCI overhead according to the evaluation conditions as discussed EVM. It’s assumed that measured L1-RSRPs of 64 beam pairs (16 Tx beams and 4 Rx beams) are used to predict the L1-RSRPs of total 256 beam pairs (32 Tx beams and 8 Rx beams). The UCI reporting overhead is analyzed with the number of measurement results to be reported for the model inference phase and the data collection of model training phase. 
		         Table 1: the UCI reporting overhead
	
	Model inference
	Model training

	UCI reporting overhead (the number of L1-RSRPs to be reported)
	64
	256


Compared with the at most 4 measurements results are reported on UCI in R15/R16/R17, the reporting overhead is increased 16 and 64 times for model inference and model training respectively. In this case, the UCI reporting overhead reduction should be studied.
Observation 1: UCI reporting overhead is increased a lot for DL beam predication on AI/ML training or inference.
Proposal 4: For DL beam prediction on AI/ML, the UCI reporting overhead reduction is suggested to be studied.
For the specification impacts, the mechanism on how to reduce the UCI reporting overhead should be investigated. The signaling and procedure on reporting configuration to reduce reporting overhead should be studied. And the UCI reporting format including contents, quantization bits number for each measurement results, etc. should be enhanced.
Proposal 5: Study the potential specification impacts on UCI reporting overhead reduction for DL beam prediction on AI/ML from the following aspects
· Mechanism to facilitate the UCI overhead reduction
· New or enhanced signaling/procedure on reporting configuration
· Enhanced UCI reporting format including contents, quantization bits number, etc.
As discussion [1] in RAN1#110, the aspects about life cycle management on AI/ML model have been agreed in 9.2.1.
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


For DL beam prediction on AI/ML, when the specification impacts on life cycle management are discussed, it’s suggested to follow the aspects with above agreement.
Proposal 6: For AI model life cycle management of BM-Case1 and BM-Case2, support to investigate the necessity and/or specification impacts from the following aspects
· Data collection
· Model training
· Model registration
· Model deployment
· Model configuration
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Model transfer
· UE capability
For model selection, from our understanding, multiple models for beam prediction will be prepared for selection to adapt to the change of the wireless environment. How to manage the multiple models needs investigation. And the signaling or procedure on model selection among multiple models also needs to be studied.
Proposal 7: Study the potential specification impacts on model selection for DL beam prediction on AI/ML from the following aspects
· Mechanism to facilitate the management on multiple models
· New signaling/procedure on model selection
Conclusion
In this contribution, we present our views on sub use cases and potential specification impacts of AI/ML beam management. For the discussion, we have the following proposals.
Proposal 1: For the sub use case BM-Case1 and BM-Case2, the study on type of AI/ML model training is suggested to consider the model deployment.
Proposal 2: For the sub use case BM-Case1 and BM-Case2, the following type of AI/ML model training is suggested to study:
· Online and offline training for NW-side model
· Offline training for UE-side model
Proposal 3: For the sub use case BM-Case1 and BM-Case2, study on DL beam pairs prediction should be prioritized.
Observation 1: UCI reporting overhead is increased a lot for DL beam predication on AI/ML training or inference.
Proposal 4: For DL beam prediction on AI/ML, the UCI reporting overhead reduction is suggested to be studied.
Proposal 5: Study the potential specification impacts on UCI reporting overhead reduction for DL beam prediction on AI/ML from the following aspects
· Mechanism to facilitate the UCI overhead reduction
· New or enhanced signaling/procedure on reporting configuration
· Enhanced UCI reporting format including contents, quantization bits number, etc.
Proposal 6: For AI model life cycle management of BM-Case1 and BM-Case2, support to investigate the necessity and/or specification impacts from the following aspects
· Data collection
· Model training
· Model registration
· Model deployment
· Model configuration
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Model transfer
· UE capability
Proposal 7: Study the potential specification impacts on model selection for DL beam prediction on AI/ML from the following aspects
· Mechanism to facilitate the management on multiple models
· New signaling/procedure on model selection
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