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1	Introduction
The study item Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e [1]. It will be the first study of AI/ML technology in 3GPP RAN1. The study item will explore 3GPP frameworks to enable AI/ML including, for example, AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, and life cycle management. The study should quantify the performance, robustness, complexity, and potential specification impact of AI/ML based solutions.
In RAN1#109-e, the following agreements were made for the general aspects of AI PHY:
	Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 




In RAN1#110, the following agreements were made for the general aspects of AI PHY:

	Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· 
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 




	Terminology 
	Description 

	Online training 
	An AI/ML training process where the model being used for inference) is (typically continuously) updated trained in (near) real-time with the arrival of new training samples in (near) real-time.  
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale. 
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions. 
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.) 

	Offline training 
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference. 
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions. 


 
Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies. 
 
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
	Terminology 
	Description 

	AI/ML model delivery 
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner. 
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc. 


 
Note: 

In addition, a working assumption was made to include a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. The working assumption and the corresponding working terminology list table are captured in Appendix for reference.
In this contribution, we summarize our views on the general aspects of AI/ML framework for AI on PHY, including characterization of defining stages for ML model life cycle management (LCM), the terminologies that either should be updated or be added into the working list table, clarification of the UE-gNB collaboration levels, UE processing/capabilities, and common aspects of evaluation methodology.

[bookmark: _Ref178064866]2	Discussion
2.1 	AI/ML model LCM stages and scenarios
The purpose of defining stages of the AI/ML model lifecycle is to develop a functional framework for anchoring discussions related to NW-UE collaborations in supporting AI/ML for PHY use cases. The detail in which the functional framework is described should reflect specification needs.
From the model LCM related study agreement made in RAN1#110, it can be observed that data collection, model training, model deployment, model inference, and model monitoring represent typical high-level stages within model LCM, whereas terms such as model registration, model configuration, model selection, activation, deactivation, switching, model update and model transfer refer more to steps or procedures associated with one of those high-level model LCM stages. To structure discussions around model LCM, the functional framework shown in Figure 1 can be used   
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[bookmark: _Ref114660740]Figure 1: Stages within model LCM

As a starting point, it should be assumed that one- and two-sided model LCM is carried out via NW-UE collaborations over the Uu interface without the need of NW-UE vendor collaborations between companies’ development units. This implies that NW-UE interoperability testing of features using two-sided models may have to be performed on UEs that have been shipped out to customers, which differs from todays’ non-AI based PHY design. There would in such cases be a need to have mechanisms to handle interoperability failures of UEs in field.
[bookmark: _Ref115449733]It is desirable to have NW-UE interoperability testing of model-based features before model deployment.
[bookmark: _Ref115449783]It is desirable to enable model updates without imposing further interoperability testing of NW and UE units after model deployment.    
[bookmark: _Toc115449656]Solutions to recommend for a potential work item shall support full NW-UE interoperability based on 3GPP specified procedures.

To study general aspects in model LCM from a NW-UE collaboration point of view, one would need to define, or assume, some main LCM scenarios to simplify discussions around one- and two-sided AI/ML models as different model LCM scenarios may lead to different solutions for the NW-UE collaboration. Examples of one- and two-sided model LCM scenarios are addressed below.
Examples of model LCM scenarios for one-sided AI/ML models are depicted in Figure 2, where these examples can be outlined as follows: 
a) One-sided model at the NW-side with model LCM being transparent to the UE-side.
b) One-sided model at the UE-side with model LCM being transparent to the NW-side.
c) One-sided model at the UE-side with LCM assistance from the NW-side.
  
In the one-sided model LCM scenarios, a) and b), all LCM stages are handled by one side and NW-UE collaborations primarily refer to configuring e.g., measurement reports for data collection. In both scenario b) and c), the UE feedback some information based on AI/ML model inference wherein c) the NW assists in e.g., model selection and model monitoring as part of network performance assessments of using the feedback.     
One-sided AI/ML models have been considered in both positioning and beam management use cases, in which agreements on studying model training at UE-side or NW-side have been made (see Appendix B).
[image: A picture containing timeline
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[bookmark: _Ref114670759]Figure 2: Examples of model LCM scenarios for one-sided AI/ML models.

We see that the one-sided LCM scenarios a) and b) can belong to NW-UE collaboration level x and that the LCM scenario c) belongs to level y. For standardization purpose, scenario c) is more interesting to consider than b) as it involves NW decision to configure, activate and deactivate the AI/ML model-based reporting. Furthermore, for one-sided AI/ML model use cases, we see that focus should be on LCM scenarios that do not require model transfer.
Examples of model LCM scenarios for two-sided AI/ML models are depicted in Figure 3, where these examples can be outlined as follows:
a) Two-sided AI/ML model with LCM at the NW-side.
b) Two-sided AI/ML model with LCM at the UE-side.
c) Two-sided AI/ML model with LCM interworking for doing joint model training.
d) Two-sided AI/ML model with LCM being separately handled at the NW- and UE-sides.

The two-sided cases a) and b) represent model LCM scenarios with training at one-side and inference at the other side, and by then require model sharing or model transferring between NW and UE. In these cases, both ML model selection and training of model A and B can be assumed to be done jointly. The two-sided case c) represents a NW-UE interworking model LCM scenario with biliteral training of model A and B, where ML algorithm selection is done separately but where these models are trained jointly (as if being one model). The two-sided case d) represents a model LCM scenario where model A and B are designed and trained disjointly and it includes sequential two-sided model training. Two-sided model training is discussed further in some detail in Section 2.2.
Two-sided AI/ML models are considered in the CSI use case, in which agreements on studying different model training collaborations have been made (see Appendix B), from where it can be noticed that “Type 1” collaboration refers to the scenarios a) and b), “Type 2” to scenario c) and “Type 3” to scenario d). In this use case, the focus has so far been on CSI compression where model A compress input features of MIMO radio channels and where model B aims to accurately decompress or reconstruct the input features.   
 [image: Timeline
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Figure 3: Examples of model LCM scenarios for two-sided AI/ML models.

Definitions of NW-UE collaboration levels in context of model LCM stages and scenarios should be addressed, wherein we propose that the mapping between the RAN1#109 defined NW-UE collaboration levels and LCM scenarios should be as shown in Table 1. Hence, we see a need to align the discussion and definitions around the network-UE collaboration levels with model LCM stages/scenarios for doing joint analysis of them.
[bookmark: _Toc115449657]Adopt Table 1 as the LCM scenarios connected to the network-UE collaboration levels
Table 1: LCM scenarios connected to network-UE collaboration levels
	Collaboration levels
	Description
	LCM scenarios

	Level x
	No collaboration
	#1: One-sided model at NW-side, without any standard impact 

	
	
	#2: One-sided model at UE-side, without any standard impact

	Level y
	Signaling-based collaboration without model transfer
	#3: One-sided model at NW side, with assistance signaling for LCM aspects

	
	
	#4: One-sided model at UE-side, with model LCM assistance from the NW side.

	
	
	#5: Two-sided model with joint training at NW side and UE side, respectively.

	
	
	#6: Two-sided model with separate training at UE side and NW side, where the UE-sided model and the network-sided model are trained by UE side and NW side, respectively.

	Level z
	Signaling-based collaboration with model transfer
	#7: Two-sided model with NW-centric training where the NW transfers trained model to the UE for inference at the UE.

	
	
	#8: Two-sided model with UE-centric training where the UE transfers trained model to the NW for inference at the gNB.



Note: as the model LCM scenarios #1 and #2 in Table 1 do not require NW-UE collaborations and have no foreseen standard impact, they will not be discussed further in this contribution.
For the model LCM scenario #8, the UE side needs to train the NW side of the AI/ML model, so there is a need to collect training data that spans the full space of different network configurations. How this can be done is unknown within the current standard framework -- the network vendor(s) deployed equipment and software can change and, therefore, is not known to the UE. Moreover, disaggregated RANs add another layer of complexity for UE-side training of AI/ML models for use in the NW. 
Proposal 1 [bookmark: _Toc115449658]Down prioritise scenario #8 based solutions from SI. 

[bookmark: _Ref114218134]FFS: Boundary on Level X and Y on collaboration levels
In our view, model transfer implies a model delivery via a 3GPP standardized mechanism. Model transfer mechanisms that do not require standard changes (e.g., transparent to the standard) are not in the scope of this study item. 
Proposal 2 [bookmark: _Toc115449659][bookmark: _Hlt115263131][bookmark: _Hlt115263132]Adopt Table 3 as the clarification between Network-UE collaboration level x, y and z. 
[bookmark: _Ref115158459]Table 3: Split between collaboration level x, y and z according to the specification impact
	Collaboration 
	Level x
	Level y
	Level z

	Specification impact
	None
	Procedures and protocol design to support the LCM scenarios within level y.
As an example, for UE based LCM scenarios signalling of model IDs, model monitoring, model activation/deactivation, model switching, model selection, etc.
	Level y + 3GPP mechanisms for model delivery



2.2 Model training
A typical model training pipeline (process of training an AI/ML model) is shown in Figure 4. We observe that the model training step is just one stage within the training pipeline. For example, the model training pipeline may include gathering raw (unprocessed) input data from repositories (data ingestion), finding high-quality model input features (data pre-processing), finding the optimal mapping of the model input features to a desired model output target in a sense determined by a loss function (model training), evaluate model performance on unseen data from a functional level as well as from a system level when relevant. Finally, the model training pipeline ends with a model registration, which may comprise of operations to make the AI/ML model runnable via compilation to a specific hardware and of steps like versioning and packaging of the model so that it can be executed. For details on these model training stages, see [9].
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[bookmark: _Ref115038358]Figure 4: Stages within the model training pipeline.
Model training will be discussed below for the model LCM scenarios #3 to #7 from Table 1.  
Model training for the LCM scenarios #3 & #4 are one-sided model use cases, so each stage of the model training pipeline is an implementation task for the NW vendor (#3) or the UE/chipset vendor (#4). Thus, from a model training pipeline perspective, there are no NW-UE collaboration needs for those model LCM scenarios.   
Model training for the LCM scenario #5 are two-sided models requiring UE model (A) and gNB model (B) to be jointly trained over a training interface. The training interface needs to send information required for updating model weights on the UE and NW sides. In the context of NW-UE collaboration, it can be assumed that such training interface is specified by 3GPP.
Figure 5 illustrates two-sided model training over a specified training interface. The procedure is follows:
· The training input data, , has been collected and pre-processed by the UE. 
· Option 1: The UE shares  with the NW side, via signalling, from which model B output target values, , are derived by the gNB-side. 
· Option 2: The UE determines the output target . The UE shares  with the NW, via signalling. It is anticipated that the format of the output target  is specified to obtain a standardized representation that applies to all UEs.  
· The training procedure is standardized such that respective sides can be in control of selecting their ML model and updating procedure of model weights via forward- and backpropagations, wherein the loss function is in control of the NW side.
· The two-sided model training loop consists of exchanging the output of model A, , to the NW-side, whereafter the NW feedback the loss function dependent gradient, , to the UE which use this gradient as input to its backpropagation for updating model A weights.  

The training of model A can be assumed to be performed outside the UEs at the UE-side training entity in a centralized manner, which would imply that  and  are to be uploaded over-the-top in a UE-side specific format. In next training iteration, the signal  is downloaded (OTT) to a UE for being sent to the gNB. Model updating will likely occur rather infrequently, and the training process can likely be configured in a way where signalling of training data over the Uu interface occurs infrequently as well. Moreover, training over Uu may be distributed over sets of UEs to keep the burden per UE low.

[image: Diagram
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[bookmark: _Ref115177205][bookmark: _Ref115246121]Figure 5: Two-sided model training with weights of model A and B being jointly optimized.
Model evaluation from a functional level can be done by the gNB-side by collecting test datasets of , with  being outputs from the trained model A, and then feed  into the loss function together with corresponding set of trained model B outputs .
Model training for the LCM scenario #6 refers to training where model A and B are trained sequentially, and disjointly, in two steps in which the first training step can be performed either by the NW or the UE-side. The first training step corresponds to a joint model A and B training setup where the model to be deployed by the non-training side is seen as a reference model by the training side and is thus not intended to be used for making model inference in deployment. The two-sided model obtained from the first training is then used to generate training data for the second training step. 
Figure 6 illustrates three scenarios of sequential two-sided model training when first training is done by the NW-side, a), by the UE-side, b), and then by the NW-side, c), targeting a use case like CSI compression in which the output target of model B can be used as input to model A, i.e., using  in Figure 5.
The sequential training for these three cases is outlined below. 
· In Figure 6 a), the NW-side develops ML models for training a NW reference model A jointly with model B, like Figure 5 but without UE involvements. It is assumed that the training dataset  has been collected via UE reporting of both input  and . After completing the training, data is generated for the second training step of the sequential training by feeding the input  to the reference model A for obtaining the output . The dataset  is sent by the gNB to the UE (only  if assuming UE-side already stored ) which uploads the data to the UE-side training entity. Training of model A is done by using  as target values.

· In Figure 6 b), the UE-side develops ML models for training model A with a UE-side reference model B, where the training is done jointly like Figure 5 but without NW involvements. In this case, it can be noticed that the end-to-end reference loss function is selected by the UE-side. It is assumed here that the dataset  has been uploaded to the UE-side for being used in the training. After completing the training, data is generated for the second training step by feeding the input  to the model A for obtaining . The dataset  is then sent to the NW-side, via Uu interface, for training of model B, using  as inputs.

· In Figure 6 c), the NW has collected model B output target data from UEs, where these target values have been obtained by mapping input  to . The NW-side develops ML models for training a reference model A jointly with model B, like Figure 5 but with input  replaced by . After completing the training, the reference model A is used to generate the set , which is then sent to the UE-side via the Uu interface. The UE-side use  as target values for training their model A for deployment, where the UE-side may use either  or  as inputs.

A version of Figure 6 a) is that the UE provides the input  only, from which the NW-side determines the target values for model B outputs. If UEs are to provide model B output target values, then the format of the output target should be specified to obtain a standardized representation that applies to all UEs.
[bookmark: _Ref115184955]        
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[bookmark: _Ref115276600]Figure 6: Sequential training of two-sided model; NW-side first in a) and c) and UE-side first in b).

Model training for the LCM scenario #7 is like the two-sided model training in Figure 5 but where the gNB-side selects algorithms and performs joint training of both model A and B. After model training and model evaluation, the models are registered as a preparation for model deployment. As for training of one-sided AI/ML models without model transfer, there are no specific model training NW-UE collaboration needs other than the UE would need to collect training data as during inference operation later. However, with model transfer to UEs the model A inputs, including data pre-processing, needs to be specified.  
Common aspects on Model training for LCM scenarios #5 to #7
From a testing and verification point of view for all two-sided approaches, it is the combined UE and NW side AI/ML functionality that provides the end performance. To have a consistent UE behaviour between different vendors and to fulfill a minimum performance of the system, 3GPP should define test cases that ensure this. 3GPP should not go away from the principle to define features that are not testable because of AI/ML is standardized. How to define test procedures is within area of RAN4. To aid RAN4 when they start their work, RAN1 needs to have progressed good enough with the different use case and should feed information to RAN4 on what specific LCM scenarios that RAN1 together with the associated use cases for them.
The LCM scenarios #5 and #6 have the issue that the pair that is potentially formed between UE and NW due to training association is unique. This implies that there may be need to support multiple models either on the NW or UE side, depending on which vendor the UE or NW attaches to. Furthermore, even within the same vendor there could be multiple model releases. This topic should be further studied. Since the two-sided AI/ML models are currently only studied within the CSI use case, our proposal is that this topic is continued to be studied within the CSI use case with this particularly setting in mind. Hopefully the outcome from such a study is also applicable to other potential two-sided use cases that are introduced in the future.
2.3 Model deployment
AI/ML model deployment is the process by which an AI/ML model comes into production. From a specification impact point of view the main aspect to focus on is when the AI/ML model is deployed at the UE-side. There are basically two approaches: The first approach is a standardized mechanism for AI/ML model transfer from the gNB to the UE. The second approach is a proprietary approach wherein the AI/ML model is transferred to the UE from another source, where the source could for example be the device manufacturer or the chipset manufacturer. 
Model deployment for LCM scenario #3 and #4
For model deployment perspective LCM scenario #3 and #4 are very similar, in that AI/ML model deployment solution is implementation-based solution for either the NW or the UE/chipset vendor depending on which side the AI/ML models are located. Hence it becomes the responsibility of that vendor to update the AI/ML in some non-standardized manner, much similar to FOTA update of today.
Model deployment for LCM scenario #5
For LCM scenario #5 the AI/ML models for both the UE and NW are implementation based and hence no standardized mechanism is needed to transfer the AI/ML models. However, if the AI/ML models on the UE side can be updated it may require an identification of the UE side AI/ML models and particularly if that requires a new pairing at the NW side. This may happen due to, e.g., training data has not been rich enough in initial training. That aspect could be studied from the point that the NW can accommodate such imperfections by updating NW-side AI/ML model, such that the UE AI/ML does not need to be updated.
As further discussed under the training aspect parts if it is so that the UE side or the NW side is indicating or is aware of new training data associated before deploying the AI/ML model(s) potentially retraining needs to be initiated.
Model deployment for LCM scenario #6
Similarly, to LCM scenario #5 if new training data is available at the UE side this may trigger a retraining of the NW model. This would need to start before using the UE sided AI/ML model. 
Model deployment for LCM scenario #7
For LCM scenario #7 there is a need to standardize a mechanism to transfer the UE side AI/ML model from the NW to the UE. That standardized mechanism needs to support many different aspects such as what container the AI/ML model is transferred within, storing capability of the device, formats of the actual AI/ML model supported. Many of these aspects would be within the domain of RAN2 and hence it is proposed that RAN2 would study these topics and conclude on their feasibility. RAN2 has just started their work and would benefit from guidance from RAN1 what aspect to particular study. This topic being one of the topics that would fall within the RAN2 domain.
[bookmark: _Toc115449660]Send an LS to RAN2 asking RAN2 to study mechanisms for AI/ML model transfer for LCM scenario #7 and it assess its associated complexity
Moreover, there is no working assumption on the terminologies related to model deployment and model update, proposed terminologies are captured in section 2.9.
[bookmark: _Toc115449661]Agree on the terminologies for “model deployment” and “model update" captured in section 2.9
2.4 Model inference stages
Figure 7 illustrates three stages associated with the model inference pipeline; data ingestion, data pre-processing and the actual inference stage that takes featured input data (X) to provide a model output (Y). 
Data ingestion refers to gathering relevant data needed for the ML-model for inference. In contrast to data ingestion for training, the data for making model inference is more time-restricted by the delay-constraints of the function using the model output. The data is typically a continuous flow of data, and not a large static dataset as is typically considered for training.
The data pre-processing stage for the inference pipeline is basically expected to be the same as in the corresponding stage of the training pipeline shown in Figure 3. If training data is pre-processed, parts of this pre-processing may be needed during inference as well. For example, the process of normalizing, or excluding certain parts of the inference data. Evidently, if data pre-processing is standardized it applies to both training and inference. Hence, during model inference a deployed model is executed by feeding some featured input data to the model for obtaining some model output. How inference will be handled from a specification point of view differs significantly depending on if the AI/ML model is operating in the UE or in the NW.
The description of the term “AI/ML model inference” from the working assumption list of terminologies states that the inference is “A process of using a trained AI/ML model …”, which is correct, but the description does not reflect that model inference is done in deployment. Moreover, the description is unclear whether “a set of inputs” includes the stage of data pre-processing or if it refers to the gathered raw data.
[bookmark: _Toc115449662]Revise the description of the term “AI/ML model inference” with the proposed changes captured in Table 4 in section 2.9
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[bookmark: _Ref115428176]Figure 7: Stages within model inference (pipeline).

Model inference for LCM scenario #3 and #4
For LCM scenario #3 no direct standard impact is foreseen since the AI/ML model inference is operated within the NW. 
For LCM scenario #4, the inference itself may most likely not need to be standardized, however, depending on the considered use case, the UE report that is based on the inference and sent to the NW need to be standardized, including the procedures around it. 
Model inference for LCM scenario #5 and #6
As discussed in the model training subsection, the inference stage needs to provide same model inputs as used for the training stage. See the training part for further details.
Model inference for LCM scenario #7
The input to the UE-sided AI/ML model for inference needs to be defined similarly as for as for scenario #5 and #6. The output or rather the reported format becomes a design option of the joint training between the NW and UE sided model and hence does not need to be defined in detail. However how the UE transmit the actual bits needs to be studied, even if the meaning of them is not defined.
2.5	Model monitoring
Model performance monitoring refers to monitoring drifts in data and model or monitoring performance metrics after the model has been deployed. The data drift can for example be detected by comparing the data statistics during inference with the data collected during training. A large difference can indicate that a model is not operating under the same assumptions used during the training, and potentially needs to be retrained. Similarly, model monitoring may indicate that performance metrics related to the model inference go below a given threshold which might trigger model retraining (including generation of a new training dataset).
Model performance monitoring is partly captured by the description of the term “Model monitoring” from the working assumption list of terminologies but data validation as part of monitoring input data statistics of deployed model has not been captured.
[bookmark: _Toc115449663]Define the term “Data validation” with the description given by the text proposal in Table 4 in section 2.9.
Model monitoring for LCM scenario #3 and #4
For LCM scenario #3 the model monitoring would be performed on the network side and currently no standard impact from this is foreseen rather the tools available within the standard currently would be sufficient. 
For LCM scenario #4, monitoring should be done by both the NW and UE. The UE can for example monitor that the input to the AI/ML model is similar to the statistical properties it was trained for. The NW side on the other hand can monitor the direct affect the AI/ML model has on the UE performance considering how the NW is scheduling and operating the UE. The NW also has the possibility to monitor the performance between different UEs, different cells within the NW and so on. The results of the NW monitoring could be beneficial for the UE to know and hence there should be the possibility for the NW to inform the UE about that the AI/ML model performance. This could be as simply as just indicating that a specific AI/ML model is not functioning adequate. 
Model monitoring for LCM scenario #5 and #6
For the LCM scenarios #5 and #6 reasoning are very similar to LCM scenario #4 and the corresponding needs, i.e., some basic model monitoring framework is needed on the network side and mechanism for this needs to be studied further.
Model monitoring for LCM scenario #7
For LCM scenario #7 the model monitoring would in principle be rather similar to LCM scenario #3 with needed data collection framework defined for it so that the NW has access to the input to the AI/ML model in the UE similar as for inference.
2.6	Data Collection
Data Collection is a stage that collects and provides input data (raw data or pre-processed data) to the Model training stage ( e.g., for model training) and the Model inference in deployment stage (e.g., for model inference and model performance monitoring). AI/ML algorithm specific data preparation (e.g., data ingestion and data refinement) is not carried out in the Data Collection stage. For example, for the CSI use case, raw data is the output from the channel estimation/filtering algorithm implemented at the data collection functionality and the algorithm is kept proprietary.
Data collection for LCM scenario #3
For this LCM scenario, the following assistance signalling is needed: 
· Signalling and configurations to support UE performing data logging and reporting the logged/collected data to the NW for model training. In case the NW collects data via UEs’ DL-RS measurement report, potential standard enhancements on UE CSI reporting configuration need to be studied. The UE CSI reporting configuration may include aspects of report content, report quantity, report quality requirements, report types (periodic/semi-persistent/aperiodic). In addition, the triggering events/signalling to initiate a UE to start data logging and the triggering events/signalling to request UE reporting logged/measurement data to the NW should be investigated.

Depending on the use cases, signalling for DL-RS or UL-RS resource configurations and for collecting assistance information from UE for NW-sided AI/ML models may be studied for model training/inference/monitoring. However, whether there is a need for standard enhancements should be studied per use case in RAN1.
Note that for AI on PHY use cases, the data collected for model inference will likely require fast L1 feedback from the UE, hence, it is expected that the L1 CSI reporting framework or SRS framework will be used/enhanced to support data collection (at least for collecting radio measurement related data) for model inference. For model training and model monitoring, depending on the use cases (e.g., whether it is time-critical to identify model performance issues) and the model training methods (e.g., whether the model is trained offline or online), the latency requirement for NW to obtain data may be relatively relaxed as compared to that for model inference, hence, RRC-message based framework, L1 CSI reporting based framework, and SRS framework can be studied for data collection for model training and model monitoring purposes. The exact types of data that are needed for model training/inference/monitoring are use case dependent and should be studied per use case in RAN1.
		
Data collection for LCM scenario #4
For LCM scenario #4, depending on the use cases, signalling for DL-RS or UL-RS resource configurations and for collecting assistance information from NW for UE-sided AI/ML models may be studied for model training/inference/monitoring. However, whether there is a need for standard enhancements should be studied per use case in RAN1.
Data collection for LCM scenario #5
Besides the potential signalling enhancements listed for one-sided AI/ML model cases for the UE and NW to collect radio measurement data and assistance information, for LCM scenario #5, additional requirements on data collection are needed to support joint model training at NW and UE sides. Depending on the use case the training data can be collected by measurements performed by the UE and later reported to the NW or by the NW directly. What is applicable depends on the use case. Hence this needs to be studied per use case. In the following we discuss the data collection aspects for the joint training example shown in Figure 5.
· The training data used for model training at the UE side and the NW side should be aligned (e.g., the input data  used for the model at the UE side and the target data  used for the model at the gNB side, as shown in Figure 5). 
· Signalling and configuration to support over-the-air uplink transmission of the output from the model at the UE-side (e.g., in Figure 5)
· Signalling and configuration to support over-the-air downlink transmission of the backpropagation related parameters (e.g., gradient of the loss function, in Figure 5) for joint model training.

Data collection for LCM scenario #6
This scenario also requires addition enhancements for separate model training at UE and NW sides, besides the potential signalling enhancements listed for one-sided AI/ML model cases. Here, we separate the discussion based on the sequence of model training, i.e., NW trains its model first (examples are shown in Figure 6 a) and c)) or UE trains its model first (an example is shown in Figure 6 b)). 
For the cases where the NW side trains its model first, the following additional aspects need to be studied
· Mechanisms for the NW side to obtain data set for training the UE-side model and the NW-side model. The training data set used at the NW side can be different depending on the training method used at the NW side. For example,  is needed for the training method shown in Figure 6 a), while for the training method shown in Figure 6 c), only the target data  is needed. One method for NW to obtaining the training data set for the CSI feedback compression use case is to configure the UE to perform data logging and reporting the logged/collected data to the NW, as discussed in LCM scenario #3.
· Signalling and configuration to support over-the-air downlink transmission of data set used for UE to train the UE sided model. As examples shown in Figure 6 a) and c), the data set transmitted from NW to UE may consists of the both input data () and target data () for the UE-sided model training, or the data set only consists of , assuming that the input data for the UE-sided model () is available at the UE side.
For the cases where the UE side trains its model first, the following additional aspects should be studied:
· Signalling and configuration to support over-the-air uplink transmission of data set used for NW to train the NW sided model. As an example shown in Figure 6 b), the data set transmitted from UE to NW consists of the input data () and target data ( for the NW sided model training. 

Data collection for LCM scenario #7
For LCM scenario #7, the NW needs to collect radio measurement data and assistance information to train the NW-sided and UE-sided models. Hence, signaling and configuration needed to be studied to support NW to collect the training data . 
Summarizing the above discussion on data collection for different LCM scenarios, we proposal the following:
[bookmark: _Toc115449664]Study in RAN2 a general data collection framework to support UE performing data logging/collection and reporting the collected data to NW for model training.

2.7 On UE processing/capability
The initial SI discussions confirm that it is a common assumption among the companies that it should be possible to update/fine-tune the ML models and that UEs and gNBs should support model updating. This enables model adaption to unseen environments and circumstances.
As aforementioned, the LCM scenarios #5, #6 and #7 would most likely impact how testing and determining compliance of UEs are done. It should be noted that some of the LCM scenarios may not be feasible due to that it is impossible to relevant define test cases. This is not within the RAN1 area to judge but rather within the RAN4 area. Given that RAN4 starts first next year the target for RAN1 should be provide RAN4 within an LS with aspects to study within the study item for its first meeting. That said this does not need to be concluded at the RAN1 #110bis. 

In terms of UE and gNB processing, the discussion within the use case has not yet come long enough to be able to make an conclusion on what UE or gNB processing is required. The results presented currently are initial results and specific sub-uses cases that are targeted are neither selected. Hence discussing these aspects before know what is targeted is difficult. Going forward to ensure efficient and technically relevant discussions, timely confirmation or feedback on feasibility of other UE processing constraints should also be ensured, which RAN1 may obtain from RAN4 via LSs. RAN4 may be able to confirm that RAN1 assumptions or estimates are reasonable for UE and gNB implementations, or to provide improved estimates or corrected assumptions. 
[bookmark: _Ref115449821]RAN1 can exchange LS with RAN4 to ensure, in a timely manner, the feasibility of assumed constraints in additional UE processing constraint categories that are critical for RAN1 agreements.
It should be a starting assumption that introducing new ML-based functions will not compromise executing conventional NR functionalities due to processing resource conflicts. If necessary, capability reporting solutions may be studied where UEs indicate ML model support depending on other functionality, conventional or ML-based, executed in parallel. 
[bookmark: _Ref115449837]Enabling of ML capabilities/operations should not impede operations and behaviours per existing NR specs.
2.8 Common evaluation methodology and KPIs

[bookmark: _Ref101869786]2.8.1	High-level principle: Reproducible evaluations
As detailed in [1] the primary purpose of detailed (sub) use case evaluations is twofold: 
· the evaluations should help build understanding between companies around the likely complexity and potential performance gains of AI/ML PHY enhancements, and 
· the evaluations should provide learnings on how 3GPP may conduct other AI/ML PHY projects in the future, including potential normative work in Release 19. 

It is essential that 3GPP ensures a high level of trust for the reported experimental results documented in [5]. Reported BM, CSI, and Positioning AI/ML experiments should enable some level of reproduction and cross-checking between companies.
[bookmark: _Toc115449665]Companies should provide sufficient details about their AI/ML and baseline experiments (including datasets, feature extraction, AI/ML model description, training methods, pre-/post-processing, and non-ML algorithms) to enable the main conclusions to be reproduced.
2.8.2	AI/ML model generalization
We believe that it is challenging to agree on a set of generalization scenarios at this stage in the general aspect agenda item, however, at this stage we should focus on that the generalizations experiments are properly described, we propose the following:
[bookmark: _Toc115449666]When reporting results, the proponents should describe the type of generalizability targeted by the experiment and explain how their training/validation/testing procedure supports the claimed generalizability. 
Note: Some issues around AI/ML model generalizability can be evaluated by carefully selecting pseudorandom number generator seeds for the deployment (e.g., UE locations and orientations), large scale fading (e.g., geometry, delay spreads, angular spreads), spatial correlation (e.g., LOS/NLOS and indoor/outdoor states), and spatial consistency [6]. For example, 
· The generalizability of a positioning AI/ML model can be tested with respect to different InF-DH clutter settings by reusing the same spatial correlation seed in the training and test datasets.
· The generalizability of a BM AI/ML model can be tested with respect to different antenna configurations by reusing the same spatial correlation seed for training and test datasets.
· The generalizability of a CSI AI/ML model can be tested with respect to different realizations of the UMa propagation environment by using many different propagation seeds training and test datasets. 

[bookmark: _Toc115449667]Companies should clarify whether the training and test datasets use the same seed for the deployment (e.g., UE locations and orientations), large scale fading (e.g., geometry, delay spreads, angular spreads), spatial correlation (e.g., LOS/NLOS and indoor/outdoor states), and spatial consistency. 
2.8.3	Reference models
In RAN1 109e, it was agreed that RAN1 does not attempt to define common AI/ML models for baseline evaluations. Instead, our view is highlighted in the following proposal.
[bookmark: _Toc115449668]Companies should provide a high-level academic style description of the AI/ML model with sufficient detail that it may be reimplemented by other companies (if needed).

2.9	Proposals on updated and new terminologies
Here we summarize our proposals on the working terminologies that should be updated and new terminologies that should be added for RAN1 AI/ML air interface SI discussion. 
[bookmark: _Toc115449669]Update the terminologies according to Table 4

[bookmark: _Ref111109695]Table 4: Proposed update of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics, inference and performance monitoring.

	AI/ML model training
	A process that uses featured data in terms of training and validation datasets to train an AI/ML model.

	AI/ML model registration
	A process to assign the model in a UE with a version identifier and to signal to the NW of the version identifier.

	AI/ML model testing
	A stage after the model training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model Inference
	A process of using a deployed AI/ML model to produce a set of outputs based on a set of featured inputs

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Data validation
	Drift detection of input data used for making inference to observe any statistical measure differences from the training datasets.

	Model update
	Process of improving the model performance by either updating the model parameters or updating the model structure and its parameters.

	Model deployment
	Process of converting an AI/ML model into an executable form and delivering it to a target UE for inference where inference is to be performed.
Note: The conversion may happen before or after delivery.
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3 Conclusion
We have the following proposals:
Proposal 1	Solutions to recommend for a potential work item shall support full NW-UE interoperability based on 3GPP specified procedures.
Proposal 2	Adopt Table 1 as the LCM scenarios connected to the network-UE collaboration levels
Proposal 3	Down prioritise scenario #8 based solutions from SI.
Proposal 4	Adopt Table 3 as the clarification between Network-UE collaboration level x, y and z.
Proposal 5	Send an LS to RAN2 asking RAN2 to study mechanisms for AI/ML model transfer for LCM scenario #7 and it assess its associated complexity
Proposal 6	Agree on the terminologies for “model deployment” and “model update" captured in section 2.9
Proposal 7	Revise the description of the term “AI/ML model inference” with the proposed changes captured in Table 4 in section 2.9
Proposal 8	Define the term “Data validation” with the description given by the text proposal in Table 4 in section 2.9.
Proposal 9	Study in RAN2 a general data collection framework to support UE performing data logging/collection and reporting the collected data to NW for model training.
Proposal 10	Companies should provide sufficient details about their AI/ML and baseline experiments (including datasets, feature extraction, AI/ML model description, training methods, pre-/post-processing, and non-ML algorithms) to enable the main conclusions to be reproduced.
Proposal 11	When reporting results, the proponents should describe the type of generalizability targeted by the experiment, and explain how their training/validation/testing procedure supports the claimed generalizability.
Proposal 12	Companies should clarify whether the training and test datasets use the same seed for the deployment (e.g., UE locations and orientations), large scale fading (e.g., geometry, delay spreads, angular spreads), spatial correlation (e.g., LOS/NLOS and indoor/outdoor states), and spatial consistency.
Proposal 13	Companies should provide a high-level academic style description of the AI/ML model with sufficient detail that it may be reimplemented by other companies (if needed).
Proposal 14	Update the terminologies according to Table 4

We have the following observations:
Observation 1	It is desirable to have NW-UE interoperability testing of model-based features before model deployment.
Observation 2	It is desirable to enable model updates without imposing further interoperability testing of NW and UE units after model deployment.
Observation 3	RAN1 can exchange LS with RAN4 to ensure, in a timely manner, the feasibility of assumed constraints in additional UE processing constraint categories that are critical for RAN1 agreements.
Observation 4	Enabling of ML capabilities/operations should not impede operations and behaviours per existing NR specs.
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Appendix A
Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function




Appendix B
Model LCM related agreements for the CSI use case made in RAN1#110:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  



Model LCM related agreements for the beam management use case made in RAN1#110:
	Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.
Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded
Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded



Model LCM related agreements for the positioning use case made in RAN1#110:
	Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above
Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded
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