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Introduction
In RAN1 #109, the following agreements on enhancement of AI/ML based positioning have been achieved.
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.

Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 




In this contribution, we provide some discussion on enhancement of AI/ML based positioning.
Discussion
Use case
In RAN1 #109 meeting, the following categories on the use cases for AI/ML based positioning have been agreed.
· Direct AI/ML positioning
· AI/ML assisted positioning

Usually, AI/ML is used to handle the complicated issues directly. According to some previous simulation results, it is possible to use AI/ML to predict the UE position directly. Thus, it is more reasonable to prioritize the direct AI/ML positioning compared to AI/ML assisted positioning. For direct AI/ML positioning, the CIR should be the input with the most comprehensive information. Thus it is straight-forward to consider CIR as the input for AI/ML. However, with regard to possible channel estimation errors for the CIRs, the L1-SINR for each CIR can be considered as part of the input. Then the CIR with a better L1-SINR may be prioritized in the AI/ML, so that the CIR with more channel estimation error can be deprioritized, and the impact from channel estimation error can be reduced.
Proposal 1: Compared to AI/ML assisted positioning, direct AI/ML positioning should be prioritized.
Proposal 2: For direct AI/ML positioning, consider to use CIR and L1-SINR from each cell as the input.

Spec impact
In RAN1 #109 meeting, it is agreed to study the potential impact on the following aspects about AI/ML based positioning.
· AI/ML model training
· AI/ML model indication
· AI/ML model monitoring and update
· AI/ML model inference input
· AI/ML model inference output

The study should depend on the AI/ML implementation schemes – one-side or two-side model.  In RAN1 #109, it is agreed that the AI/ML model is not expected to be specified. Thus, the two-side model should be deprioritized since it can require to specify the AI/ML model. For one-side model, the spec impact depend on whether the AI/ML is deployed in network side or UE side. 
The AI/ML based positioning should consider offline training only. It is not practical for UE to perform online training with regard to UE power consumption. Online training in gNB side may also require UE to directly disclose its actual position, which may cause some privacy and safety issue. For offline training, there should be no spec impact on AI/ML model training.
For one-side AI/ML model based positioning, it is unnecessary to consider AI/ML model indication. If the AI/ML model is deployed in network side, network can apply corresponding AI/ML model for a UE. If the AI/ML is deployed in UE side, UE can select the AI/ML model based on the measurement from the downlink signals, and the AI/ML model in UE side should be transparent to network.
For AI/ML model input, as discussed before, the CIR and L1-SINR from multiple cells can be considered as the input. If AI/ML is deployed in UE side, UE can obtain CIR and L1-SINR based on measurement of PRS. If the AI/ML is deployed in network side, UE can report the CIR and L1-SINR to the network. The CIR can be compressed based on several spatial domain basis, similar to eType2 CSI report.
Proposal 3: The study of AI/ML based positioning should focus on 1-side AI/ML model.
Proposal 4: The AI/ML model training and indication should be transparent.
Proposal 5: Study to report the CIR and L1-SINR for multiple cells as the input for AI/ML for positioning in network side.
Proposal 6: Study the CIR compression operation with regard to CIR feedback overhead.

Conclusion
In this contribution, we provided discussion on enhancement of AI/ML based positioning. Based on the discussion, the following proposals have been achieved.
Proposal 1: Compared to AI/ML assisted positioning, direct AI/ML positioning should be prioritized.
Proposal 2: For direct AI/ML positioning, consider to use CIR and L1-SINR from each cell as the input.
Proposal 3: The study of AI/ML based positioning should focus on 1-side AI/ML model.
Proposal 4: The AI/ML model training and indication should be transparent.
Proposal 5: Study to report the CIR and L1-SINR for multiple cells as the input for AI/ML for positioning in network side.
Proposal 6: Study the CIR compression operation with regard to CIR feedback overhead.

