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1	Introduction
In RAN#94e, the new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved. This is the first AI/ML study for 3GPP RAN1, and the intention is to explore the 3GPP framework for adopting AI/ML in the air interface. The study needs to investigate AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, life cycle management, etc. The investigation should also consider aspects such as performance, robustness, complexity, and potential specification impact. One use case identified for the pilot study is CSI feedback enhancement. In this contribution, the evaluation of the CSI use case and relevant sub use cases will be discussed. 
[bookmark: _Ref115292125]2	Intermediate KPI
We have observed from contributions submitted to the previous meeting that intermediate SGCS  metric values for the Type-II baseline (with the same parameter combination) vary greatly differ among companies. This should not be the case.
[bookmark: _Toc115448718]Intermediate KPI performance curves differ among companies for the Type-II baseline, which should not be the case  
There is a need to better align how intermediate KPIs are computed. 
The reference “genie” direction for each layer used in the SGCS calculation can be computed on a per RB basis or it can be based on an average over 4 RBs -- the latter being the subband in Rel16 Type-II. Figure 1 and Figure 2 illustrate SGCS for Rel16 Type II (parcombs {1, 3, 6} and layers {1, 2}) evaluated using genie Eigenvectors averaged over 1 and 4 PRBs respectively. We can see that the frequency granularity of the genie Eigenvector impacts the SGCS CDFs. For example, the blue “Genie Eig” curve in Figure 1 is the SGCS of the ideal channel eigenvector precoder computed from the genie Tx-Tx covariance averaged over 4 RBs and RX ports. 
A related effect is visible in the results of Section 4.1 where a reversed phenomenon occurs. A precoding vector extracted on a per-RB level from a channel-approximation (details omitted here, see below) is considered good when compared to a ground truth extracted from the genie channel on a per-RB level, but not if the considered ground truth is extracted from the genie Tx-Tx covariance summed over 4 RBs.
These results suggest that companies need to align on the ground truth frequency granularity.
Even if the subband size is 4 RBs in the system level evaluations, the precoder will, in a real system, act on the channel on a finer physical granularity. Hence, we believe that computing the reference direction from 1 RB is a more realistic and reasonable trade-off.
[bookmark: _Ref115336525][bookmark: _Toc115448722]Use 1 RB as frequency granularity when ground truth is computed in the intermediate KPI.
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[bookmark: _Ref115293480]Figure 1: Squared generalized cosine similarity between different Rel16 Type-II ParCombs and a ground truth precoder extracted from the Tx-Tx covariance from a single RB.


[image: ]
[bookmark: _Ref115426782]Figure 2: Squared generalized cosine similarity between different Rel16 Type-II ParCombs and a ground truth extracted form a Tx-Tx covariance averaged over 4 RBs.

The discrepancy between the blue curve in Figure 1 and Figure 2 illustrates that the SGCS metric sensitive to frequency filtering resolution. Moreover, in RAN1#110 [4] we argued that SGCS is also sensitive to the ordering of the eigenvalues. 
[bookmark: _Toc115448719]SGCS is sensitive to exact definition of the ground truth in a way that is not physically relevant, e.g., the ordering of the eigenvalues and the frequency granularity at which the ground truth is computed.

As has been discussed in RAN1#109e and RAN1#110 there are intermediate KPIs that have better physical motivations, more natural extensions to rank>1, and are better proxies for SU-MIMO capacity. One such KPI is the Relative Achievable Rate (RAR), which can be defined as follows for rank L:

where 
·  is the complex channel matrix for RB 
·  is the total number of RBs,
·  is the reported precoding matrix for RB ,
·  is the optimal (SVD-based) precoding matrix for RB ,
·  is the number of MIMO layers the KPI is evaluated for,
·  is the SNR-value;
· and the outer expectation  is taken over a distribution of MIMO channels.
As discussed earlier, to evaluate a KPI there should be an alignment in RAN1 on the frequency granularity of the ground truth reference. We suggest using 1 RB as the granularity. For RAR there is also a need to agree on a set of SNR values, or at least the proponents should describe how, the SNR-value  is set.
In the evaluations of RAR found below, we set the SNR-value  using the following heuristic 


The thinking behind this heuristic is that the distribution of channel singular values is concentrated above , see Figure 3. However, we have observed that the RAR KPI is not particularly sensitive to this numerator in this heuristic. An alternative approach is to normalize the channel matrix to on average have unit Frobenius norm.  
[image: ]
[bookmark: _Ref115379883]Figure 3: The distribution of the strongest singular values (averaged in frequency) per channel realization, divided with the mean of that over the whole ensemble of channels.
We plot RAR for the same Rel16 Type-II ParCombs as previously and the same “Genie Eig”. In Figure 4 for the case when the reference precoder is computed from 1 RB, and in Error! Reference source not found. when it is computed from an average over 4 RBs. Notice that the Difference between Figure 4 and Error! Reference source not found. is much smaller than in the corresponding difference for SGCS.
[bookmark: _Toc115448723]As an intermediate KPI, adopt the Relative Achievable Rate (RAR) as defined above, evaluated with .
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[bookmark: _Ref115380460]Figure 4: Relative Achievable Rate (RAR) for different Rel16 Type-II ParCombs compared to a ground truth precoder extracted from the Tx-Tx covariance from a single RB.

3	Evaluation results
The data used for the evaluation are channels logged from a system-level simulator running a scenario with the following parameters.
	System-level simulation parameters for data generation

	Scenario
	Uma dense (200m ISD)

	Carrier frequency
	2 GHz 

	Bandwidth
	10 MHz (52 RBs)

	Subcarrier spacing
	15 kHz

	Channel model
	38.901

	BS transmit power
	41 dBm

	BS antenna height
	25 m 

	BS antenna configuration
	32 ports 
· (, , , , , , ) = (8, 8 ,2, 1, 1, 2, 8) 
· (, ) = (0.5, 0.8)
· 

	UE antenna configuration
	4Rx 
· (, , , , , , ) = (1,2,2,1,1,2) 
· 0.5 element spacing, 
omni-directional elements

	UE distribution
	Indoor: 80%

	UE speeds
	Indoor: 3 km/h. Outdoor: 30 km/h



3.1 Results: Autoencoder-based compression of Eigenvectors
In this section we study the performance of autoencoder (AE) based compression of Eigenvectors. The architecture of the AE is depicted in Figure 5 and Figure 6Error! Reference source not found.. It is simple convolutional AE with a few dense layers and residual connections. More specifically, 
· Black rectangle with solid lines: 2D convolution with valid padding.
· Black rectangle with dashed lines: 2D convolution with same padding 
· Blue rectangle:  Dense (fully connected) layer.
· Orange oval: Residual (skip) connection. 
· 
The input to the encoder is the unquantized  matrix. The   matrix is computed in a pre-processing step, that included UE-side rank selection. The encoder compresses and quantizing the  matrix to a number of bits. The decoder tries to reconstruct . 
Note: The  pre-processing requires additional side information to be conveyed as UCI from the UE to gNB (e.g., the selected SD and FD basis vectors). This overhead, however, is relatively small.
[image: ]
[bookmark: _Ref115440390]Figure 5: UE-side encoder
[image: ]
[bookmark: _Ref115440394]Figure 6: NW-side decoder

To reduce UL overhead for higher ranks, we puncture half of the encoder output for ; (the activations from every second bottleneck-layer neuron are discarded by the UE). 
The AE is trained separately for  and .  Since the AE is layer specific it, it is also trained per layer. The result of this training process is six different trained AEs:
· Rank 1 & 2: 
· Layer A1 AE (used for layer 1 in rank 1 and 2 transmissions)
· Layer A2 AE (used for layer 2 in ra 2 transmissions)
· Rank 3 & 4:
· Layer B1 AE (used for layer
· separately for generating six sets of trained weights for the AE model. This is illustrated in Figure 7, where for example the first layer in rank 1 and 2 are using the same model A1, while the first layer in rank 3 and 4 is using a different model B1. Note however that the architecture is the same, it is only the model parameters that are trained separately. 

[image: ]
[bookmark: _Ref115431656]Figure 7 Layer specific and rank common approach (for rank group 1-2 and 3-4 respectively) used in the evaluations. A total of sex models needs to be trained. The arrows show an example of the rank 3 reporting. The overhead for the AE is 63, 111, 99 and 127 bits for rank 1, 2, 3 and 4 respectively.
The training data set consists of unquantized  from the Type-II based pre-processing, where the AE is trained to minimize the NMSE of the reconstructed  across the layers for the given rank. The entire autoencoder has approximately 27k trainable parameters, 13,140 on the encoder side and 13,309 on the decoder side, and takes about 12 hours to train on a high-performance GPU, for each layer. The number of FLOPs for the UE-side encoder is about 32k FLOPs and the NW-side decoder 34k FLOPs. These numbers can be compared to that pre-processing requires in the order of about 300k FLOPs and the post-processing in the order of about 30k FLOPs, depending on rank.
The overhead for the AE is 63, 111, 99 and 127 bits for rank 1, 2, 3 and 4, respectively, which is comparable with Rel16 Type-II ParComb1. These numbers include signalling of side information, the AE overhead is 40,80,60,80 bits respectively. 
[image: ]
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Figure 8: Relative Achievable Rate (RAR) for the AE and Rel16 Type-II ParComb1 and 3 compared to a ground truth precoder extracted from the Tx-Tx covariance from a single RB. (Note that the blue curve has the “genie channel” but does an average over 4 RBs while RAR=1 corresponds to ultimate ground truth). 
[image: ]
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Figure 9: Squared generalized cosine similarity (SGCS) between the AE and Rel16 Type-II ParComb1 and 3 compared; and a ground truth precoder extracted from the Tx-Tx covariance from a single RB. . (Note that the blue curve has the “genie channel” but does an average over 4 RBs while RAR=1 corresponds to ultimate ground truth). 

The trends for both RAR and SGCS are similar. For layer 1 and 2 there is a marginal improvement compared to Rel16 Type-II ParComb1, but for layer 3 and 4, the performance of the AE is almost that of ParComb3.
[bookmark: _Toc115448720]The presented AE has an overhead that is similar to Rel16 Type-II ParComb1. For rank 1 and rank 2 transmissions the performance is expected to be close to ParComb1, but for rank 3 and rank 4 the performance is increased, almost to that of ParComb 3.



3.2 High-resolution pre-processing 
In this section we quantify how much information is lost in “SD and FD” basis vector pre-processing (dimension reduction) of the channel, which is described in our companion paper [3]. The implicit precoding-vector-based feedback and the method of explicit full-channel-based feedback are evaluated. The selected SD and FD basis vectors on the UE side are assumed to be known at the NW together with their complete linear combination coefficients (i.e., no quantization is applied). 
Note: The analysis in this section only concern pre-processing -- no AI/ML models are involved in generating the results in this section. 
The pre-processing parameters are as follows:
· Eigenvector feedback:
·  ,
· the covariance matrix is averaged over 4 RBs to produce covariance matrices for 13 subbands,
·  (yeilding ),
· , ,
· Oversampling factor 4 in both horizontal and vertical domain
· Explicit full-channel feedback (high resolution):
·  , ,
· , ,
· Oversampling factor 4 in both horizontal and vertical domain

We use the RAR intermediate KPI, with a ground truth/reference direction computed per RB. For the explicit full-channel feedback, precoding vectors are extracted on a per-RB resolution. The pre-processing step for eigenvector feedback uses a frequency granularity of 4RBs, as explained in our companion paper  [3]. As shown in Figure 10, where we can see that none of the formats are perfect, yet the performance is well above baseline and could be sufficient for data collection and model monitoring.
The pre-processing step helps decrease the uplink overhead for data collection. As an example, a full channel consisting of 4 Rx-ports. 32 Tx-ports, and 52 RB, would if logged in a 32 -bit format (64 bits for a complex value) be  bits, and with the discussed beam-delay reduction it would be  bits. The reduction is more than a factor 25.
[image: ]
[image: ]
[bookmark: _Ref115355315]Figure 10: Relative Achievable Rate for high-resolution-beam-delay-based precoders compared to a ground truth precoder extracted from the Tx-Tx covariance from a single RB.
Note that there is nothing strange in that the beam-delay projected full channel can produce better results than what is labeled “Genie Eig”. The former does not contain any averaging in frequency domain (albeit a compression from the tap selection), and thus eigenvector-based precoders can be extracted on a per-RB granularity. However, the latter, “Genie Eig”, extracts the eigenvectors for Tx-Tx covariance matrices that are averaged over 4 RBs.
[bookmark: _Toc115448721]High-resolution FD+SD basis vector preprocessing of the channel significantly reduces the channel dimension without losing important information for SU- and MU-MIMO transmissions.
Note that evaluations based on SGCS are available in Section 4.1. These are well-aligned with the conclusions.

4	Appendix
4.1	Supplementary SGCS CDFs connected to pre-processing 
The plots in this section are complementary results for squared generalized cosine similarity and can be compared to the plots presented in Section 3.2 on intermediate pre-processing. The above comment on why the the beam-delay projected full channel can produce better results than what is labeled “Genie Eig” applies to these results as well. However, in Figure 12 we see that if the ground truth is considered to be the precoder extracted from the Tx-Tx covariance from 4 RBs, then the eigenvector-based precoders computed from the beam-delay projected full channel on a per-RB granularity are not considered very good. This is clearly not reflecting the true efficiency of these precoders and again illustrates the sensitivity of SGCS and why it is not a very good intermediate KPI.

[image: ]
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[bookmark: _Ref115294330]Figure 11 Squared generalized cosine similarity between high-resolution-beam-delay-based precoders and a ground truth precoder extracted from the Tx-Tx covariance from a single RB.

[image: ]
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[bookmark: _Ref115292823]Figure 12: Squared generalized cosine similarity between high-resolution-beam-delay-based precoders and a ground truth precoder extracted from the Tx-Tx covariance from 4 RBs.
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	1/4	
Conclusion
In the previous sections we made the following observations: 
Observation 1	Intermediate KPI performance curves differ among companies for the Type-II baseline, which should not be the case
Observation 2	SGCS is sensitive to exact definition of the ground truth in a way that is not physically relevant, e.g., the ordering of the eigenvalues and the frequency granularity at which the ground truth is computed.
Observation 3	The presented AE has an overhead that is similar to Rel16 Type-II ParComb1. For rank 1 and rank 2 transmissions the performance is expected to be close to ParComb1, but for rank 3 and rank 4 the performance is increased, almost to that of ParComb 3.
Observation 4	High-resolution FD+SD basis vector preprocessing of the channel significantly reduces the channel dimension without losing important information for SU- and MU-MIMO transmissions.


Based on the discussion in the previous sections we propose the following:
Proposal 1	Use 1 RB as frequency granularity when ground truth is computed in the intermediate KPI.
Proposal 2	As an intermediate KPI, adopt the Relative Achievable Rate (RAR) as defined above, evaluated with .
 
[bookmark: _In-sequence_SDU_delivery]References
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