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Introduction
This document summarizes the discussions during RAN1#110 for the agenda item 9.2.4.1, Evaluation on AI/ML for positioning accuracy enhancement.

This discussion corresponds to the objectives related to the positioning use case described in RP-213599 (SID) below.
	RP-213599 (SID):
Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1. Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.
…

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.



Deployment Scenarios 
Companies’ view from contribution
For the topic of deployment scenario(s) for the evaluation of AI/ML based positioning, companies’ views are listed below, based on the submitted contributions.

	· Nokia (R1-2206972)
Observation-1: Considering the significant number of aspects that needs to be considered as part of the study such as various simulation assumptions, methodology and performance aspects, it would be beneficial for RAN1 to limit the Rel-18 study on AI/ML for positioning accuracy enhancements to InF-DH sub-scenario.
Proposal-1: For evaluation of AI/ML based positioning, only InF-DH sub-scenario is considered as part of the Rel-18 study item.


	· Qualcomm (R1-2207228)
Proposal 5: Consider outdoor wide-area scenario, e.g., Umi, as an additional baseline scenario for evaluation. 



1st round discussion
Based on the above, most companies do not ask for further discussion on deployment scenario, while the two companies with proposals have different views. 
Thus Moderator’s suggestion is: no further discussion on deployment scenario is expected during RAN1#110. 
Please comment if you have concern on the suggestion above.
	[bookmark: _Hlk103701956]Company
	Comments

	Fujitsu
	Support

	CATT
	We agree Moderator’s suggestion. In the last meeting, we already agree that at least InF-DH sub-scenario is prioritized. That means current companies need to focus on InF-DH sub-scenario, if time allow, companies can study other scenario based on further discussion.

	QC
	Companies agreed on considering InF-DH as a baseline sub scenario. However, as noted in our contributions, AI/ML positioning can be applicable not only for indoor scenarios but also for outdoor scenarios. We note that AI/ML assisted positioning methods can also be very beneficial in the outdoor scenario and significant performance gains has been demonstrated in our contribution for this scenario.
We believe it is important for the evaluations and ultimately the TR to show that both indoor and outdoor scenarios can benefit from one or more of direct AI/ML based or AI/ML assisted positioning.
Thus, we propose to consider the Umi scenario as a baseline scenario as well. 

	ZTE
	Support.

	Apple
	Support the FL’s proposal

	HW/HiSi
	We share the same view with Nokia, it would be beneficial for RAN1 to limit the Rel-18 study on AI/ML for positioning accuracy enhancements to InF-DH sub-scenario.

	Nokia/NSB
	We are fine with this suggestion, though we believe that we should agree to limit the scope of the study item in order to make progress.




Evaluation Methodology
For evaluation methodology, further discussion is needed.
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Huawei (R1-2205894)
Proposal 1 : AI/ML-based fingerprint positioning should be adopted for the evaluation of the direct AI/ML positioning accuracy enhancements under heavy NLOS conditions in Rel-18.

Proposal 2: For evaluation on AI/ML-based fingerprint positioning, spatial consistency should be modeled at large scale parameters, small scale parameters and absolute time of arrival as the baseline, where
· the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance = dclutter⁄2 for InF (Section 7.6.3.1 of TR 38.901).
· the small scale parameters are according to Section 7.6.3.1 of TR 38.901 
· the absolute time of arrival is according to Section 7.6.9 of TR 38.901

Proposal 3 : For comparison of evaluation on AI/ML-based fingerprint positioning evaluation results, support the channel impulse response (CIR) as the model inputs.
Proposal 5 : For evaluation on AI/ML-based fingerprint positioning, support UL-TDoA positioning as a candidate baseline of the legacy non-AI/ML method.

Proposal 8 : For AI/ML assisted positioning, AI/ML-based LOS/NLOS identification should be evaluated for positioning accuracy enhancements at least under slight/moderate NLOS scenarios in Rel-18.

Proposal 9 : For comparison of evaluation on AI/ML-based LOS/NLOS identification, support the power delay profile (PDP) as the model inputs.
Proposal 10 : For evaluation of the AI/ML-based LOS/NLOS identification, the achievable positioning accuracy should be compared with the performance of an existing traditional algorithm based on Rel-17 without using AI/ML.


	· vivo (R1-2206036)

Observation 6:	Fine-tuning the model with small amounts of samples can achieve significantly positioning accuracy improvement when the pre-trained model is transferred to a new scenario.
Observation 7:	Semi-supervised learning can achieve a more accurate position estimation as compared to traditional supervised learning with small amount of labeled data.
Observation 8:	Positioning with mult-port data can achieve a more accurate position estimation as compared to single-port positioning.

Proposal 2:	Support time domain CIR as the model input for AI/ML based positioning.
Proposal 4:	Study further on the benefits of fine-tuning for AI/ML based positioning in terms of positioning accuracy and AI model generalization.
Proposal 5:	Study further on model training framworks with low labeled data dependence, including fine tuning, semi-supervised learning, multi-port positioning.
Proposal 6:	Study further on the benefits of semi-supervised learning for AI/ML based positioning in terms of positioning accuracy.
Proposal 7:	Study further on the benefits of multi-port positioning for AI/ML based positioning in terms of positioning accuracy.

	· ZTE (R1-2206072)

Proposal 1: For evaluations on AI for positioning, at least include following sub-use cases for direct AI/ML positioning and AI/ML assisted positioning:
· Direct AI/ML positioning
· Sub-use case 1-1: AI model input is path timings and RSRPPs from single port PRS
· Sub-use case 1-2: AI model input is CIR (i.e., path timings, RSRPPs and path phases) from single port PRS
· Sub-use case 1-3: AI model input  is path timings and RSRPPs (or CIR) from multi-port PRS
· AI/ML assisted positioning
· Sub-use case 2-1: AI model output is DL PRS RSTD values
· Sub-use case 2-2: AI model output is LOS/NLOS indicator
Proposal 2: Study and evaluate the performances of direct AI/ML positioning under different number of path timings and RSRPPs for AI/ML model input.
Proposal 3: Study and evaluate performances of direct AI/ML positioning when AI model input includes path phase information.
Proposal 4: Study and evaluate performances of direct AI/ML positioning when AI model input includes measurement results from multi-port PRS.
Proposal 6: Study and evaluate performances of AI/ML assisted positioning when AI model output includes confidence levels of LOS/NLOS identification.


	· Rakuten Mobile (R1-2206252)
Observation 1: AI/ML based positioning using CIR as input provides high accuracy.
Proposal 1: AI/ML based positioning with CIR as input should be considered.

	· CATT (R1-2206395)
Proposal 1: For AI/ML-based positioning, the evaluation methodology is as follows:
· For directly estimating UE’s position based on AI/ML model, consider evaluating the positioning accuracy as eventual evaluation.
· For estimating timing and/or angle of measurement based on AI/ML model, consider evaluating the result of ToA/AoA/AoD estimation as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.
· For identifying LOS/NLOS identification based on AI/ML model, consider evaluating the LOS/NLOS identification as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.

Proposal 3: For AI/ML-based positioning, two-sided model is supported to be further studied.

	· CAICT (R1-2206679)

Proposal 1: With the agreed evaluation methodology, the effects of simplified measurement and incomplete coordinate labels need to be considered.

	· Nokia (R1-2206972)

Observation-2: Currently, there are no existing agreed assumptions for modelling issues introduced by implementation-specific issues such as UE clock drift. However it would be beneficial for RAN1 to study such issues further.
Proposal-2: For evaluation of AI/ML based positioning, the dataset construction can optionally utilize the network synchronization and the UE/Gnb RX and TX timing error by reusing the assumptions in TR 38.857 Table 6-1.
Proposal-3: RAN1 to study further issues introduced by implementation-specific issues such as UE clock drift, and develop an evaluation framework for AI/ML based positioning.
Proposal-11: For evaluation of AI/ML based positioning, RAN1 should assess the need for standardizing the procedures for triggering and/or controlling the ML model adaptation and fine-tuning after model deployment.



	· InterDigital (R1-2207094)

Proposal 1: Adopt direct AI/ML positioning to achieve high positioning accuracy. 
Proposal 2: Study enhancements to improve positioning accuracy for the UEs dropped on the edge of the deployment area. 
Proposal 3: Study further whether AI/ML assisted positioning can be used to estimate observable measurements or unobservable measurements. 


	· Fraunhofer (R1-2207123)
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Figure 2: Principle of using merging two sets of channel data
Proposal 1	Adopt the idea of the TR38.901 model to merge two sets of channel coefficients, and replace the Ray-tracer with a second channel builder.
The configuration of the second channel builder can depend on the use case. 
Proposal 2: 	The second channel builder generates additional clusters resulting in a better representation of critical data in the training data set. For the evaluation of ToA measurement enhancements the second builder is configured to add “early cluster” (EC) representing reflections at objects close to the UE or TRP. 
Proposal 3: 	For the evaluation of AI/ML based technologies a second channel builder shall add randomly generated clusters to the test data set to cover changes in the environment between the training phase and the operational phase. The power ratio between randomly generated clusters and static clusters shall be configurable. 


	· Qualcomm (R1-2207228)
Observation10: Direct AI/ML methods may be better suited for scenarios where model switching is possible, or for scenarios where devices operate only within a given premises (e.g., AGVs in a factory), while AI/ML-assisted methods may be better suited for scenarios where a common model is required for different scenarios.
Proposal6: Study both direct AI/ML and AI/ML assisted positioning approaches.


	· Lenovo (R1-2206514)

Proposal 4: The positioning AI/ML model evaluation methodology should support scenarios evaluating a model's robustness and adaptability based on the dynamics and/or conditions of the environment via feedback. FFS definition of AI/ML model robustness and adaptability and associated metrics.


	· Samsung (R1-2206824)
Proposal 2: RAN1 to study the generalization ability for imperfect input/output data and how to model the imperfections.

	· China Telecom (R1-2206689)

Proposal 1: one-side model for AL/ML based positioning accuracy enhancement can be selected as baseline.


	· PML (R1-2205915, R1-2206224)

Observation 1: When the UE position is fixed, hardware impairments will cause offset of CIR amplitude and delay.
Observation 2: The offset of CIR delay and amplitude caused by hardware impairments will lead to unstable network output.
Proposal 1: The channel modeling containing synchronization and amplitude errors should be employed for the evaluation of AI/ML-based positioning enhancement. 
•	The network synchronization parameters in TR 38.857 Table 6.1 can be adopted.

	· Google (R1-2206199)

Proposal 1: The study of AI/ML based AI/ML based positioning should be based on actual channel estimation.
Proposal 2: The study of AI/ML based AI/ML based positioning should take random phase offset between cells into account.




What to evaluate?
1st round discussion
Based on the proposals and the evaluation results submitted, it is clear that there are extensive support for both direct AI/ML positioning and AI/ML assisted positioning. Thus the following is proposed.

Proposal 3.2.1-1
For AI/ML-based positioning, both approaches below are studied by RAN1, and the evaluation results of both are expected to be captured in TR38.843:
· Direct AI/ML positioning
· AI/ML assisted positioning

	[bookmark: _Hlk103708880]
	Company

	Support
	Fujitsu, InterDigital, CAICT, LG, CATT, QC, OPPO, Apple, Nokia/NSB, Samsung,

	Not support
	



	Company
	Comments

	vivo
	We support to evaluate both direct AI/ML and AI/ML assisted positioning. However, we have a clarification question on the wording “and the evaluation results of both are expected to be captured in TR38.843”. If this proposal were agreed, does this mean that capturing evaluation results of both will not subject to further discussion/agreement in RAN1?

	CAICT
	The details of AI/ML assisted positioning need FFS.

	ZTE
	We’re fine to study both cases. However, whether the evaluation results should be captured in TR depends on the performances of different sub-use cases, which should be discussed later.

	HW/HiSi
	Regarding to the question from vivo: “If this proposal were agreed, does this mean that capturing evaluation results of both will not subject to further discussion/agreement in RAN1” – our understanding is “yes”.

	Nokia/NSB
	We are fine with this proposal.




Regarding one-sided vs two-sided model, only CATT provided evaluation results for two-sided model, and proposed to study it. Given that majority companies focus on one-sided model only, the following is proposed. Note that this does not affect discussion of two-sided model in other agenda items, e.g., 9.2.1, 9.2.4.2.
Proposal 3.2.1-2
For evaluation of AI/ML-based positioning, one-sided model is prioritized over two-sided model.

	
	Company

	Support
	Fujitsu, CAICT, LG, ZTE, OPPO, HW/HiSi, Samsung,

	Not support
	CATT



	Company
	Comments

	InterDigital
	Companies should have freedom to choose which model to evaluate.

	CATT
	This is the first meeting we discuss the evaluation results. Not all companies give the sufficient simulation. Some aspects can be further studied and encouraged companies to give more simulation results in the future meetings. Thus, we think this proposal is unnecessary. Maybe in this meeting, we can focus on the discussion of one-sided model. The two sided mode can be further studied.

	QC
	 This is the second meeting, and we believe it is too early to decide on any prioritization.

	Nokia/NSB
	We agree with QC and would prefer not to prioritize one approach over the other at this stage.



Model update / refinement / tuning
Several companies raised the issue of model transfer, ML model adaptation, and fine-tuning after model deployment.  While the procedure, signalling, and potential specification impact are expected to be handled under AI 9.2.1 or AI 9.2.4.2, RAN1 can investigate the performance impact under AI 9.2.4.1.

1st round discussion
Based on companies’ input, the following is proposed.

Proposal 3.3.1-1
For AI/ML-based positioning, RAN1 study model transfer and fine-tuning after deployment, including: impact to training dataset (e.g., dataset size reduction), positioning accuracy, and AI model generalization.

	
	Company

	Support
	

	Not support
	



	Company
	Comments

	vivo
	1. Current definition of “model transfer” in the WA
Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
It’s not clear to us what to evaluate the performance impact on positioning accuracy for model transfer (which is just a delivery). In our contribution, we’re showing the performance benefits of model updating/fine-tuning. 

2. As moderator commented “RAN1 can investigate the performance impact under AI 9.2.4.1”, we suggest some refined wording to better reflect that:
For AI/ML-based positioning, RAN1 evaluate the performance of model updating and fine-tuning after deployment, including: impact to training dataset (e.g., dataset size reduction), positioning accuracy, and AI model generalization.


	Fujitsu
	We do not want to preclude the “model transfer” operation in this positioning use case, but according to the definition given by 9.2.1, we have no idea why a pure model transfer (download or upload) deserves a discussion here.

	InterDigital
	We should agree on how impact of model transfer/fine-tuning on training dataset/accuracy/generalization can be evaluated. 

	CAICT
	We prefer to handle model transfer for positioning in a later stage. 

	LG
	We have a similar view with vivo that the related performance change can be considered not only for positioning accuracy but also resource efficiency and overhead issue on supporting model transfer.

	CATT
	We wonder what model transfer means after deployment. The definition of “model deployment” in the WA is:
Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed.
Thus, deployment already includes model transfer. After deployment, the model transfer is already down. 

	QC
	It is too early to discuss such a proposal without the general framework in 9.2.1 discussion having a stable conclusion. Whether model transfer and fine-tuning can be supported still needs to be agreed upon in general framework. We believe that it is difficult to achieve in the first set of specifications for AI/ML study. 

	ZTE
	According to definitions in AI 9.2.1,
1. Model deployment happens after model training (or model update) and model deployment.
2. Model update includes model retraining or model fine-tuning via online/offline training.
We prefer the following modifications to the proposal on top of vivo’s revision:
For AI/ML-based positioning, RAN1 evaluates the performance of model updating and fine-tuning after deployment model update, including: impact to training dataset (e.g., dataset size reduction), positioning accuracy, and AI model generalization.

	OPPO
	Agree with CAICT. Model transfer could lead to more challenges for spec design and practical deployment. We suggest to focus on the schemes without model transfer at an early stage.

	Apple
	Agree with Oppo and CAICT

	HW/HiSi
	Share the same view with vivo, model transfer and fine tuning are not part of the same discussion.
For model updating/fine-tuning, we are supportive to study for positioning. And fine with vivo’s refinement.

	Nokia/NSB
	We are broadly supportive of studying model transfer and fine-tuning. We are fine with the suggestion from InterDigital to focus the proposal on the evaluation of positioning use case, and perhaps agree on some evaluation KPIs.



2nd round discussion
Thanks to companies for input on terminology and clarifications. The updated proposal by vivo/ZTE is copied below for further discussion. 
Note that in Monday session, the agreement contains the following explanation about “model update”. Thus it should be clear to use “model update” phrase in the discussion.
	Agreement 
…
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.



Proposal 3.3.2-1 
For AI/ML-based positioning, RAN1 evaluate the performance of model update, including: impact to training dataset (e.g., dataset size reduction), positioning accuracy, and AI model generalization.
	
	Company

	Support
	Fujitsu, Nokia/NSB

	Not support
	Qualcomm



	Company
	Comments

	Fujitsu
	Seems OK.

	OPPO
	We are fine with the proposal. But the condition for applying model update is unclear for us. Maybe the proposal can be updated as:
For AI/ML-based positioning, RAN1 evaluate the performance of model update, including: Condition of AI/ML model update, impact to training dataset (e.g., dataset size reduction), positioning accuracy, and AI model generalization.

	Xiaomi
	The terminology is not clear enough. According to the online discussion for the Model update, it seems companies have different understanding on the model re-training, fine-tuning and re-development. Thus, we prefer to discuss this proposal after we are aligned in what is model update. 

	Apple
	Agree with Xiaomi.

	ZTE
	OK in general. However, we feel that this issue may be better to be discussed in model generalization (i.e., how to increase model generalization capability)

	CATT
	Generally OK. But we think this proposal can be discussed after companies have a clear view on some procedures and terminologies, e.g., LCM, mode update, model generalization.

	Qualcomm
	We suggest the following modified proposal:
For AI/ML-based positioning, RAN1 evaluates whether generalization can be achieved by finetuning on a small dataset that is matched to the test dataset.

	HW/HiSi
	We think that these issues can be taken into account, but we don’t need an agreement for it (at this stage). This could be treated after we have progressed with the use cases, input to AI model, output. Then, we will have a clearer picture about the impact of this proposal.

	Nokia/NSB
	We are fine with this proposal.



Offline discussion
Proposal: 
For AI/ML-based positioning, RAN1 evaluates whether generalization can be achieved by model update on a small dataset that is not matched to the test dataset.

3rd round discussion
Regarding model monitoring and model update, preliminary results have been provided by companies (e.g., vivo (R1-2206036)). More results from more participating companies will help RAN1 to understand the issues better. 
Accordingly, Proposal 3.3.2-1 is revised below. The goal is to encourage companies to study model update, and share evaluation results and observations with RAN1.

Proposal 3.3.3-1 
For AI/ML-based positioning, RAN1 evaluate the performance of model update. Participating companies report at least the following: 
· training dataset (e.g., training dataset size necessary for performing model update), 
· horizontal positioning accuracy (in meters) before and after model update.

	
	Company

	Support
	Nokia/NSB, Fujitsu

	Not support
	



	Company
	Comments

	Nokia/NSB
	We are fine with this proposal.

	CMCC
	According to the agreements, model update includes model fine-tuning, retraining, and re-development via online/offline training. But the condition of model re-training and re-development is not clear. We prefer to discuss more details about how to evaluate the performance of model update, or we can just focus on the performance of model fine-tuning.

	Fujitsu
	For the first bullet, we suggest removing the word “necessary” since as CMCC mentioned, the dataset quantity to perform model re-training or fine-tuning will be quite different, and the word “necessary” seems to be subjective.

	Qualcomm
	The term "evaluating the performance of model update" is not clear. Request the wording be updated or clarified.



Related to model update, another issue is model monitoring. For example, what metric (e.g., positioning error) and what threshold (e.g., positioning error > X meters) to use, in order to determine that a model is out-of-date, and need an update. Companies are invited to share your view on how to study this. 
Question 3.3.3-2
Do you support that RAN1 evaluate methods for performing model monitoring for AI/ML based positioning? 
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	Company

	Yes
	Nokia/NSB

	No 
	



Please share your view on how to perform model monitoring for direct AI/ML positioning and AI/ML assisted positioning, and how to evaluate the effectiveness of the model monitoring methods.
	Company
	Comments

	Nokia/NSB
	While we agree that model monitoring is important, the exact metric to evaluate its effectiveness requires further study. For e.g., the use of positioning error as the metric assumes that the ground truth during model deployment and inference stage is known, which might not be realistic.

	CMCC
	We prefer to evaluate model monitoring after the model monitoring procedure has been discussed in AI 9.2.4.2. 

	Fujitsu
	We support to evaluate model monitoring because it is one crucial aspect of AI/ML model, and it is quite important for positioning use case due to the generalization issue. However, maybe the moderator could also notice that there were too many discussions on those terminologies and related procedures which should be defined in 9.2.1, so in order to avoid long trivial discussion, we prefer to wait for everything is clear enough in 9.2.1. Besides, how to measure the positioning error in the live network is still pending. 

	Qualcomm
	We are in general ok with intent of the evaluation. However, it is not clear how evaluating model monitoring would work in the positioning context and how it would be distinguished from model generalization. We prefer companies to provide more inputs before further discussion.




Imperfections at UE and gNB
1st round discussion
The issue of implementation imperfections at UE and gNB is real and cannot be ignored in deployment. Several companies proposed to evaluate AI/ML under implementation imperfections, similar to the study carried out for Rel-17 positioning. Simulation results have been submitted by several companies as well.
Regarding simulation parameters to use, it seems sufficient to follow the agreement in RAN1#109e. That is, the simulation assumptions can reuse those of Rel-17 (i.e., Table 6-1 of TR 38.857). It does not appear necessary to have additional agreements.
Thus, the following is proposed to capture the intention.

Proposal 3.4.1-1
For AI/ML-based positioning, companies are encouraged to study impact from implementation imperfections, including:
· Network synchronization error
· UE/gNB RX and TX timing error
· UE clock drift

	
	Company

	Support
	Fujitsu, CAICT, QC, Nokia/NSB, Samsung,

	Not support
	



	Company
	Comments

	vivo
	We have a question and concern on the 2nd bullet. 
Rel-17 positioning WI already specified and support UE/gNB RX and TX timing error report. It’s not clear to us what could be the remaining error after Rel-17 REG/TEG report. Moderator said “the simulation assumptions can reuse those of Rel-17 (i.e., Table 6-1 of TR 38.857).” Our understanding is that those assumptions are for Rel-17 SI before the solution introduced in Rel-17 positioning WI. As such, the study should be compared against Rel-17 positioning with REG/TEG feature enabled.

	InterDigital
	As the FL explained we have the following agreement from RAN1#109e.
Agreement
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.
This agreement should be sufficient to model errors at Tx/Rx. Companies should disclose the details assumed in evaluation.

	CATT
	Share the same view as vivo.

	ZTE
	We have following agreement in last meeting:
Agreement
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.
The Table 6-1 already includes the simulation assumptions for Network synchronization and UE/gNB RX and TX timing error. There is no need to further discuss this issue and companies can provide their assumptions for evaluation.
Regarding UE clock drift, it evaluates the UE timing error over time. Even in Rel-17, we don’t have clear model for the assumption, we prefer not to discuss this issue in Rel-18 AI positioning. It may be more appropriate for studying UE mobility over time, which should be deprioritized in Rel-18.

	HW/HiSi
	Since the first and the second bullet have already been agreed in simulation assumption in RAN1#109e, we think no separate proposal is required for this issue, but these aspects can be included in the generalization evaluation aspects. For the UE clock drift, we think it is too early to agree on, since there is currently no model in RAN1 for it and we are wondering how to describe it. Some discussion would be needed firstly we think.
@vivo, enabling TEG feature could only solve the timing error within one node’s different Rx/Tx chains coarsely, so we don’t think TEG could solve the timing error randomly existing between training and inference datasets. In our paper(R1-2205894) we provide the evaluation results of baseline and Test scenario 12 and 13, when the added UE Tx/Rx timing error are randomly distributed with T_1= 10 ns, fingerprint positioning model provides poor generalization performance without special consideration of the non-ideal factors.

	Nokia/NSB
	We support this proposal. Regarding the earlier comments, our understanding of this proposal is to study the impact of the timing error on dataset generation, model training and deployment, rather than the reporting of the error. It is important to note that TEG is an error group, i.e. a report of what the expected error interval is, and not an instantaneous error and for this reason, the error cannot be compensated efficiently. It is also unclear how the LMF uses TEG, since such details are left to implementation. Studying the impact of these imperfections could help understand whether ML models could be robust to the timing errors, rather than relying on reporting error intervals.



KPI
A list of agreements was made in RAN1#109e in KPI.  In the following, the remaining issues on KPI are discussed.
AI/ML Complexity 
Regarding AI/Ml complexity, selected input from companies’ contribution are provided below. The complexity reported by companies for the evaluated models is also included.
Companies’ views and reported AI/ML complexity from contributions

	· Huawei (R1-2205894)
[bookmark: _Ref100767612]Table 1 Model complexity of AI/ML-based fingerprint positioning.
	Model complexity

	Model size (in terms of Number of Parameters)
	34 K

	Floating point Operations (FLOPs)
	10 M



Table 2 Model complexity of LOS/NLOS Identification.
	Model complexity

	Model size (in terms of Number of Parameters)
	582

	Floating point Operations (FLOPs)
	192 K





	· PML (R1-2205915, R1-2206224)
[bookmark: _Ref110952151]Table 3 Model complexity statistics of designed CNN
	Total memory
	Total Madd
	Total Flops
	Total MemR+W

	0.24MB
	14.27MMAdd
	7.19Mflops
	8.46MB





	· Vivo (R1-2206036)
Table 12	Cost evaluation of AI models
	[bookmark: OLE_LINK11][bookmark: OLE_LINK10][bookmark: OLE_LINK9]AI models
	CNN
	Vision Transformer

	Computational complexity
	1.45G FLOPs
	22.30M FLOPs

	Number of Parameters
	44M
	1.65M





	· ZTE (R1-2206072)

	Model backbone
	CNN( Modified ResNet [4])

	Model complexity
(number of parameters)
	9.50 M

	Model computational complexity (FLOPs)
	158.47 M


Table.2 Model complexity of AI model for sub-use case 1-1



	· Fujitsu (R1-2206168)

Proposal 1 Floating point of operations is suggested to be used as the KPI for evaluating both the model complexity and computational complexity. Others such as the number of model parameters are encouraged to report optionally.
Table A-2	 Direct AI model parameters
	Dataset Size
	90000 (81000/9000 for Training/Testing)

	Cost Function
	MSE

	Training Epoch
	<50

	Optimizer
	Adam

	Learning Rate
	0.00005

	FLOPs
	1.14M



Table A-3 	Indirect AI model parameters
	Dataset Size
	90000*18 (81000*18/9000*18) for Training/Testing)

	Cost Function
	MAE

	Training Epoch
	<50

	Optimizer
	Adam

	Learning Rate
	0.0001

	FLOPs
	0.296M





	· Ericsson (R1-2206248)
Proposal 1	For evaluation of AI/ML based positioning, model complexity is reported via the AI/ML model size and number of AI/ML parameters. The model size includes the total number of layers, and the type of each layer. The number of AI/ML parameters include the total number of parameters used in model inference.

Table 4 Key features of the ML method for LoS classification and time of arrival estimation.
	ML model input
	Time domain CIR, obtained from SRS
256x2 complex array

	ML model output
	(1). LoS/NloS classification
(2). ToA estimate 

	Model complexity: 

	Model size
	6 layers: 3 Conv1D layers, 3 Dense layers

	
	Number of parameters in the ML model
	33,429 complex parameters

	Computation complexity for model inference: number of FLOPs
	343,227 FLOPs

	Number of ML models obtained from training
	One.
The same ML model is deployed at each TRP

	Number of ML models deployed for inference
	18
One ML model per TRP

	Function for position estimation of the target UE
	Legacy method: UTDOA



Table 5 Key features of the direct ML positioning method
	ML model input
	18 ToA values for a target UE, where each value is an integer in time units of sampling duration (8.138ns). One ToA value is obtained from each TRP based on its SRS reception

	ML model output
	Horizontal position of the target UE

	Model complexity: 

	Model size
	11 Dense layers; 600 neurons per layer

	
	Number of parameters in the ML model
	around 3 million

	Number of ML models obtained from training
	One

	Number of ML models deployed for inference
	One





	· OPPO (R1-2206319)
Table 10: Complexity of AI modes
	
	Direct
	Assisted

	MFLOPs
	~ 5.32
	~ 2.96

	No. of trainable parameters
	~ 2.66M
	~ 1.48M




	· Lenovo (R1-2206514)
Observation 1: AI/ML models for positioning require a careful balance between performance and complexity depending on the type of positioning mode (UE-assisted or UE-based).
Proposal 3: In addition to FLOP counts, the evaluation should also consider the hardware and software platforms used to evaluate the positioning AI/ML algorithms, type of data being used as input, training type, e.g., offline vs online, complexity type, e.g., worst-case/average-case.


	· NVIDIA (R1-2206524)
Observation 1: Increasing hardware performance can support successively more complex AI/ML models. For example, GPU inference performance has improved by 317x in 8 years (2012-2020), more than doubling each year.
Proposal 3: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for positioning accuracy enhancements.
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Figure 1: GPU inference performance is more than doubling every year. (Source: Ref. [4])
[image: Chart, line chart

Description automatically generated]
Figure 2: Single GPU performance scaling. (Source: Ref. [4])


	· Xiaomi (R1-2206639)

Table 4   Computation in the AI model size and the computation complexity
	Solution
	Input options 
	AI model size(Bytes)
	Computation complexity (FLOPs)

	Finger printing

	Option 1
	52.81M
	5.76G

	
	Option 2
	4.95M
	539.95M

	AI-based ToA predication
	Option 1
	52.81M
	5.76G

	
	Option 2
	4.95M
	539.94M



Proposal 2: On the basis of satisfying the positioning accuracy requirement, study solution to reduce the model size, computation complexity and involved ignaling overhead 


	· China Telecom (R1-2206689)

Proposal 2: For the evaluation of the AI/ML based positioning accuracy enhancement, floating point operations (FLOPs) can be used as part of the ‘Evaluation Metric’, and reported by companies.


	· Samsung (R1-2206824)

Table 1 – FLOP vs parameter budget
	Type 
	FLOP
	Parameter budget

	Dense layer
	O(MN)
	O(MN)

	Convolutional Layer
	O(KhKwCinCoHW)
	O(KhKwCinCo)



Observation 2: When use different neural network layer (e.g., DenseLayer vs ConvLayer), a trade-off can be made between FLOPs and Parameter budget.
Proposal 3: RAN1 supports that the parameter budget for storage consumption is used for evaluating an AI Model in Positioning.


	· CMCC (R1-2206906)
Table 3. Parameters for model training
	AI model
	FLOPs(×106)
	Trainable Par(×106)

	CNN
	3.72
	3.71





	· Nokia (R1-2206972)

Proposal-4: The model complexity metrics agreed as part of Agenda Item 9.2.1 could be reused for the positioning accuracy improvement use case.

Table 2: Computational complexity, model complexity and training dataset size.
	AI models
	FCNN training based on random data selection
	FCNN training based on on-demand labeled data

	FLOPs (floating point operations)
	2.38M
	4.33M

	Model size (parameter #)
	0.24M
	0.31M

	Training data requirements
	13k
	13k



Table 7: Computational complexity, model complexity and training dataset size.
	
	Two-Step Positioning
	One-Step Positioning

	Model complexity (parameter size)
	3 K
	1.9M

	#FLOPs
	200 K
	19.2M

	Dataset size
	10k+
	10k+





	· InterDigital (R1-2207094)
Table 6 FLOP and horizontal accuracy of Direct AI/ML positioning (m)
	
Simulation Cases

	Complexity (FLOP)
	
50% ile
	
67% ile
	
80% ile
	
90 %ile

	Case 1: DL-TDOA
	N.A.
	2.2944
	4.5906
	7.9878
	10.9090

	Case 2: mRTT
	N.A.
	0.5963
	1.0681
	1.6487
	2.4705

	Case 3: M1-fingerprinting(RSRP)
	18.34 M
	1.6021
	2.0669
	2.6096
	3.2796

	Case 4: M2-fingerprinting(RSTD)
	9.38 M
	0.6599
	0.8839
	1.1878
	1.6511

	Case 5: M3-fingerprinting(RSTD)
	37.34 M
	0.6165
	0.8424
	1.1224
	1.5719

	Case 6: M4-fingerprinting(RSRP+RSTD)
	11.41 M
	0.9465
	1.2377
	1.5658
	2.0405



Table 5 Conventional positioning method using estimated measurements : FLOP, RSTD NMSE, horizontal accuracy
	
Simulation cases

	Complexity (FLOP)
	RSTD NMSE
(1016  m) 
	
50% ile
	
67% ile
	
80% ile
	
90 %ile

	Case 7: DL-TDOA with actual RSTD measurements
	N.A. 
	N.A. 
	2.0004    
	4.3218    
	8.2266   
	11.8934

	Case 8: DL-AoD 
	N.A.
	N.A.
	9.6731   
	12.8102   
	16.4264   
	37.1792

	Case 9: DL-TDOA with estimated RSTD measurements(M5)
	12.61 M
	0.0409
	5.7499    
	8.7265   
	12.1417   
	16.0340

	Case 10: DL-TDOA with estimated RSTD measurements(M6)
	11.42 M 
	0.0445
	5.4290    
	7.6270   
	12.3024   
	15.6817






1st round discussion
For the KPI of AI/ML complexity, it was agreed in RAN1#109e that the computational complexity can be reported via the metric of floating point operations (FLOPs). However, no detailed metric was agreed for the model complexity. Based on companies input to RAN1#110, three metrics were reported or proposed by companies:
(1). Number of model parameters (9): Huawei/HiSi, vivo, ZTE, Ericsson, OPPO, Samsung, CMCC, Nokia 
(2). Total memory (2): PML, Xiaomi
(3). Model size (total number of layers, and the type of each layer) (1): Ericsson 

Thus majority companies prefer to use “number of model parameters”. Moderator’s understanding is, this refers to the total number of trainable parameters, which are trained and then used in model inference.
While the metric of total memory has the advantage of providing memory cost directly in bytes, it is more difficult to agree exactly how to define the memory storage size, for example, number of bits used to quantize the model parameters. 
Hence the following is proposed to reflect the majority view. This is also consistent with the agreement made in RAN1#109e for CSI topic.

Proposal 4.1.2-1
For evaluation of AI/ML based positioning, the model complexity is reported via the metric of “number of model parameters”. 

	
	Company

	Support
	Fujitsu, CATT, QC, ZTE, OPPO, Apple, HW/HiSi, Nokia/NSB, Samsung,

	Not support
	



	Company
	Comments

	Fujitsu
	We support the proposal, however we have noticed that in the 109e agreement, other metrics for evaluating computational complexity are not precluded, so we suggest the same for model complexity. Besides, even the FLOPs and number of parameters are not linearly proportional, we think FLOPs only can be used as the single metric to evaluate the overall complexity of the AI/ML models.

	InterDigital
	The number of model parameters is one of the factors that affect computational complexity. The number of layers in the AI/ML model affects the complexity as well. When companies report FLOPs, more detailed descriptions (e.g., how many parameters/layers assumed for the AIML model) should clarify.

	CAICT
	AI model complexity should be aligned between evaluations of different use cases. FLOPs should also be considered.

	LG
	

	Nokia/NSB
	We are open to studying other relevant parameters as long as the number of model parameters are reported. Not sure if it makes sense to add an FFS for possible other relevant parameters.

	Samsung 
	Considering that there is a trade-off on the preference on computation and storage consumption, RAN1 should not only look into the computation aspect, but also the storage consumption aspect, which is important for evaluating whether a model could be actually applied or implemented eventually.




Generalization of AI/ML Models 
Generalization capability of AI/ML models is a very important KPI, and extensive investigation has been carried out by companies.

Companies’ view from contribution

	· Huawei (R1-2205894)
Proposal 6 : Formulate generalization evaluation criteria based on the specific sub use case. The AI/ML based fingerprint positioning is considered as a starting point.

Table 2 Generalization study of AI/ML-based fingerprint positioning
	Methodology for evaluating the model generalization

	Dimension 1: 
Drops
	Dimension 2: 
Clutter parameters
	Dimension 3: 
Non-ideal assumptions

	Trained and inferred at different drops
	Trained and inferred at different clutter parameters
	Trained w/o & inferred w/ network synchronization error

	Trained and inferred at mixed drops
	Trained and inferred at hybrid clutter parameters
	Trained w/o & inferred w/ UE/gNB Rx and Tx timing error



Proposal 7 : For evaluation of AI/ML-based positioning, RAN1 should formulate the methodology for evaluating the model generalization, and the following dimensions are proposed to be considered as the baseline:
•	Dimension 1: various inference dataset from different drops under the same channel parameters;
•	Dimension 2: various inference dataset from different channel parameters, including at least {60%, 6m, 2m} and {40%, 2m, 2m} under InF-DH scenario;
•	Dimension 3: various inference dataset with non-ideal assumptions, including the network synchronization error and the UE Tx/Rx timing error.


	· Vivo (R1-2206036)

Proposal 1:	The positioning accuracy performance of AI/ML based positioning should be evaluated under different settings/scenarios (i.e. the training and testing dataset are from different settings) 
-	different drop in the same scenario;
-	different clutter parameter settings;
-	different InF scanrios.

Proposal 3:	Study further on the benefits of training dataset with mixed/different configurations for AI/ML based positioning in terms of positioning accuracy and AI model generalization.
Proposal 4:	Study further on the benefits of fine-tuning for AI/ML based positioning in terms of positioning accuracy and AI model generalization.

Observation 4:	Training AI/ML model with a mixed dataset is an effective way to improve model generalization performance.
Observation 5:	When the distribution of test dataset is different from that of training dataset, the positioning accuracy of AI/ML based positioning can be seriously degraded.


	· ZTE (R1-2206072)

Proposal 7: Discuss the simulation assumptions to evaluate the model generalization, at least consider following categorizations:
· Cat.1: Training dataset and inference dataset are in the same simulation drop.
· Cat.2: Training dataset and inference dataset are from different simulation drops but with the same random seed for large scale parameters.
· Cat.3 : There is no spatial consistency between training dataset and inference dataset. Select at least one of the following options:
· Cat.3-1: Training dataset and inference dataset are from different simulation drops but with different random seeds. 
· Cat.3-2: Different parameter settings for training dataset and inference dataset under the same scenario. (e.g., with different clutter settings for InF-DH scenario)
· Cat.3-3: Training dataset and inference dataset are from different scenarios. (e.g., InF-DH scenario vs InF-SH scenario)
Proposal 8: Study the metrics to evaluate the model generalization capability, at least consider:
· Performance loss when the same AI model used for a training dataset and an inference dataset
· Efforts to fine-tune an AI model trained on a training dataset so as to get similar performance in an inference dataset (e.g., the number of new data)


	· Ericsson (R1-2206248)
Proposal 2	For model generalization KPI, companies are expected to report the model generalization aspect in model training, model testing, and its impact to positioning accuracy.

	· OPPO (R1-2206319)
Proposal 1: For the evaluation of AI model generalization, at least the following configurations should be considered for the performance comparison:
•	Data sets of the same scenario with different settings are used for training and testing, respectively
•	Different drops of the same scenario with the same setting are used for training and testing, respectively
•	Mixed data sets of the same scenario with different settings are used for training, and the data set with one setting is used for testing 
•	Mixed data sets of different scenarios are used for training, and the data set with one scenario is used for testing 
· E.g., InF-DH + InF-SH, different numbers of TRPs or different positioning for TRPs, …

Proposal 2: For the evaluation of AI/ML-based positioning accuracy improvement, the data sets from companies should be generated with the same values of the following parameters to keep the results from different sources be comparable:
· X drops
· Y UEs per drop
· FFS: values of X, Y


	· CATT (R1-2206395)
There are some typical ways to verify the generalization capability of AI model with different training and inference dataset for positioning: 
· Training and inference dataset from different or mixed drops with the same channel configuration;
· Training and inference dataset from different or mixed channel configurations;
· Non-ideal parameters, i.e., network synchronization and UE/gNB Rx and Tx timing error, are included in training and inference dataset.
Proposal 2: Different drops, the variation of channel configurations and non-ideal parameters could be considered to verify AI model generalization capability. 


	· Lenovo (R1-2206514)

Proposal 2: The evaluation methodology should be designed under a common generalizability framework, including how AI/ML models perform in different channel environments and configuration scenarios.

	· Xiaomi (R1-2206639)
Proposal 1: Evaluate the generalization capability from the aspect of different cluster parameters
Observation 3: 
· For AI-model trained by dataset generated from one scenario without parameter change,  inferior generalization capability is observed 
· Generating the data set with different  cluster parameters could relax the problem of inferior generalization capability 


	· Samsung (R1-2206824)

Proposal 1: RAN1 to study the generalization ability for different data sets at least from different drops and different scenario.
Proposal 2: RAN1 to study the generalization ability for imperfect input/output data and how to model the imperfections.


	· LG (R1-2206878)
Proposal #1: As a metric for generalization of AI/ML model for positioning, consider the difference of the performance or its variance value by taking different deployment scenario and/or UE drop settings into account.


	· Nokia (R1-2206972)
Proposal-5: For the evaluation of model generalization aspects of AI/ML based positioning, the model performance in terms of horizontal positioning accuracy could be evaluated for a model trained using InF-DH scenario in a particular simulation drop with a certain set of small-scale and large-scale parameters and tested using a different simulation drop of the same scenario with either the same or different sets of small-scale and large-scale parameters.
· Other InF scenarios could also be considered as part of generalization evaluations.



	· Qualcomm (R1-2207228)
· Type 1: Heterogeneous inter-site: Performance of AI/ML model on unseen deployment type (e.g., Umi vs. InF scenarios)
· Type 2: Homogeneous inter-site: Performance of AI/ML model on unseen deployment of the same type (e.g., trained on drop 1 and tested on drop 2 of the same scenario) 
· Type 3: Intra-site: Performance of AI/ML model on unseen variations within the same site (e.g., moving objects, small environment variations over time)
· Type 4: Cross-configuration: Performance of AI/ML models across TX/RX configurations (e.g., training and testing can have different beam or transmit powers).

Proposal1: Prioritize Type 2 and Type 3 generalization for studying generalization and robustness of AI/ML assisted and direct AI/ML positioning methods. Some aspects of Type 1 generalization may also be further considered as additional evaluation. 
Proposal3: Study Type 3 generalization by applying slightly different changes in cluster generations between training and testing dataset.




1st round discussion
Based on companies’ input, there is a need to define a set of aligned cases for companies to evaluate the model generalization capability.

The following is the most common suggestion among companies.

Proposal 4.2.2-1
To investigate the model generalization capability, at least the following cases are evaluated, in addition to the baseline performance (i.e., training dataset and test dataset are from the same simulation drop):
(a) Training dataset from one drop, test dataset from a different drop of the same scenario.
(b) Training dataset from mixed drops, test dataset from mixed drops.

	
	Company

	Support
	Nokia/NSB

	Not support
	



	Company
	Comments

	vivo
	On bullet (b), it’s not clear to us mixed drops will already lead to difference between training and test dataset. Both can be from mixed drop 1+2, but then training and test dataset are actually the same, which is not the intention to evaluate model generalization under different setting.
2. As many companies (including us) have shown, training and testing dataset from different clutter parameters in the same scenario and from different scenarios actually have much bigger performance impact than different drop from the same scenario.
3. We believe the intention of investigation on model generalization is to verify performance gain in wider set-up, not just some picked set-up.

	Fujitsu
	We need to clarify the configuration in bullet (b), does that mean we have two different mixed drops, A contains drop 1+2 and B contains drop 3+4 or both A and B contain drop 1+2? We have already evaluated the former one in our contribution.
Besides, we agree with VIVO for not limiting the generalization evaluation to different drops, but we suggest not to have different scenarios such as InF-SH at this moment.

	CAICT
	We are fine in general. The details of different drop meaning should be FFS.

	LG
	Fine in general. Regarding (b), the meaning of mixed drops/dataset can be clarified further.

	CATT
	We have concern about bullet (b). Here is the mixed drop from different scenario or the same scenario? How to differentiate the training dataset and test dataset from mixed drops?

	QC
	Site-specific ML models are not expected to show good generalization to (a) and (b) above. This is something that has been reported by many companies at least for direct AI/ML aspects. Therefore, we think other options that model unseen variations in the same site need to be also included, e.g., Type 3 from our proposal. 
Type 3: Intra-site: Performance of AI/ML model on unseen variations within the same site (e.g., moving objects, small environment variations over time)
This can be studied, for example, by adding/removing clusters within a given drop.

	ZTE
	At least for direct AI/ML positioning, spatial consistency between training dataset and and test dataset is very important. Without spatial consistency, we cannot foresee the AI model can maintain its performance in test dataset. 
1) For the case without spatial consistency, model retraining or fine-tuning is always necessary.
2) For the case with spatial consistency, training dataset and test dataset from the same simulation drop is the baseline. Then, we should discuss the variations applied to training dataset and test dataset. For example, training dataset and test dataset share the same large scale parameters but with different small scale parameters. In this case, the model retraining or fine-tuning may not be necessary.

	OPPO
	For bullet (b), some clarifications are needed: test dataset and training dataset are from same mixed drops of the same scenario?

	Apple
	Add mixed clutter parameters

	HW/HiSi
	We are supportive to (a). But considering for evaluating the model generalization capability, there should be one comprehensive proposal for all the dimensions of generalization. We would recommend that this proposal can be refined and treated after the group has provided input on Question 4.2.2-2.
For (b) we would like to understand if training and test data sets are from the same mixed drops? Or if (b) means that for training we have the data from drop A+ drop B and for test we have the data from drop A or from drop B?

	Nokia/NSB
	We are fine with this proposal.

	Samsung 
	We share the same question with vivo on bullet (b). Can FL explain the intention further?




There are further dimensions or aspects that can be evaluated for model generalization capability. The group is invited to provide input on if and which of the following aspects should be included also.

Question 4.2.2-2
To investigate the model generalization capability, which aspect(s) is necessary for the evaluation? Which aspect(s) can be optional and up to each company?
(a) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}, test dataset from a different clutter parameter {60%, 6m, 2m};
(b) InF scenarios,  e.g., training dataset from one InF scenario (e.g., InF-DH), test dataset from a different InF scenario (e.g., InF-HH); 
(c) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
(d) UE/gNB RX and TX timing error, e.g., training dataset without UE/gNB RX and TX timing error, test dataset with UE/gNB RX and TX timing error;
(e) Other (please describe)

	[bookmark: _Hlk103702208]
	Necessary or Optional?
	Company

	(c) Clutter param

	Necessary
	Vivo, Fujitsu, CAICT, CATT, Apple, HW/HiSi, Nokia/NSB, Samsung,

	
	Optional
	

	(b) InF scenarios
	Necessary
	Vivo, CAICT, Nokia/NSB, Samsung,

	
	Optional
	Fujitsu, CATT, Apple

	I Network sync
	Necessary
	Vivo, Fujitsu, CAICT, CATT, HW/HiSi, Nokia/NSB, Samsung,

	
	Optional
	Apple

	(d) Timing error
	Necessary
	HW/HiSi, Nokia/NSB

	
	Optional
	Fujitsu, Apple

	I Other
	
	



	Company
	Comments

	vivo
	1.As we commented toward proposal 3.4.1-1, we have a concern on UE/gNB RX and TX timing error. 
First of all, Rel-17 positioning WI already specified and support UE/gNB RX and TX timing error report. It’s not clear to us what could be the remaining error if any after Rel-17 REG/TEG report. Moderator said for proposal 3.4.1-1 that “the simulation assumptions can reuse those of Rel-17 (i.e., Table 6-1 of TR 38.857).” Our understanding is that those assumptions are for Rel-17 SI before the solution introduced in Rel-17 positioning WI. As such, the study should be compared against Rel-17 positioning with REG/TEG feature enabled.
2. As many companies (including us) have shown, training and testing dataset from different clutter parameters in the same scenario and from different scenarios actually have much bigger performance impact than different drop from the same scenario.
3. We believe the intention of investigation on model generalization is to verify performance gain in wider set-up, not just some picked set-up. Although we have not evaluate network sync error, we think it’s necessary.

	Fujitsu
	We take (b) as optional since the scenarios will be basically constant for the indoor factory environments, according to Table 7.2-4 in TR38.901, the ceiling height, BS height and clutter type will be almost fixed for one factory and will not be changed frequently. 
We also take (d) as optional since more details are necessary for the Timing error.

	CATT
	We also prefer (b) as optional since the scenarios will be basically constant for the indoor factory environments.

	QC
	We propose to study:
 
Type 2: Homogeneous inter-site: Performance of AI/ML model on unseen deployment of the same type (e.g., trained on drop 1 and tested on drop 2 of the same scenario) 
Type 3: Intra-site: Performance of AI/ML model on unseen variations within the same site (e.g., moving objects, small environment variations over time)

(d) and (b) are optional. They are “Type1: Heterogeneous inter-site”. It is not essential for a model to generalize across heterogeneous sites, because one can always develop models specific to each deployment type.

I is not needed. The network synchronization is either assumed (as in TDOA) or not assumed (as in RTT). We need to study each case separately. The model does not need to generalize across the two.
(d) Timing error between UE/gNB is unavoidable. The model should be trained with timing errors such that it would be able to handle timing errors during inference.


	Nokia/NSB
	We think that network synchronization and timing errors between different UEs/TRPs/gNBs within the same scenario might be different. Thus, we can optionally consider aspects I and (d) within training and testing dataset with varying errors between TRPs/gNBs, especially to account for service that might have stringent positioning requirements.

	Samsung
	The imperfections on the training data should be studied, e.g., noisy/missing CIR, or incorrect location label etc.



Proposal 4.2.2-3
To investigate the model generalization capability for AI/ML based positioning, impact of clutter parameters is evaluated, in addition to the baseline performance (i.e., training dataset and test dataset are from the same simulation drop):
· Training dataset from scenario with one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from scenario with a different clutter parameter (e.g., {60%, 6m, 2m}), while other simulation parameters are held constant.

2nd round discussion
In first round of discussion, companies raised questions about precise meaning of “mixed drop”. The following proposal attempts to clarify “mixed drop”. Based on FL understanding of companies’ input, mixed drop can be either of the following alternatives. 
Proposal 4.2.3-1
For investigation of model generalization, mixed drops can be either of the following alternative. In the following, (A, B, C, D) are different drops of the same scenario, hence no spatial consistency among them.
Alternative 1. Training dataset from drop A+B, test dataset from drop C;
Alternative 2. Training dataset from drop A+B, test dataset from drop C+D;

	
	Company

	Support
	Fujitsu, Qualcomm (with modification), Nokia/NSB

	Not support
	




	Company
	Comments

	Fujitsu
	Basically, no need to distinguish Alt1 and Alt2, we just want to make sure the test dataset comprises different drops from the training dataset. The number of drops for both training and test dataset can be decided by companies according to their simulation configurations. 

	OPPO
	Same view as Fujitsu. Companies can train and test on different mixed drop(s). The number of drops for training dataset and test dataset can be decided by companies. 

	Xiaomi
	In our understanding, there are other alternatives
· Alt.3: Training dataset from drop A+B, test dataset from drop A and drop B, respectively

In addition, the discussion on the genelization is also under going in section 9.2.1. We think this proposal can be discussed in the AI framework section. 

	CATT
	We think Alt.1 and Alt.2 have the same meaning. Also share the same view as Fujitsu and OPPO. The number of drops can be reported by companies.

	Qualcomm
	It is better to consider more than two drops for training, e.g., training dataset from drops {A1, A2,…, AN-1}, test dataset from unseen drops, e.g., drop AN or AN+ AN+1. 
The two alternatives above can produce different evaluation numbers, but they are more likely to give same conclusion about model generalization. There is probably no need to distinguish between them.

	HW/HiSi
	Agree with Fujitsu that Alt 1 and Alt2 in principle are the same: A drop that has been included training is not included in testing.
But, if we go this definition for mixed drops, we also need a definition for that the situation that drops A+B have been used in training and drop A in testing. This scenario is also valuable to investigate for testing.

	Nokia/NSB
	We are supportive of evaluating model generalization with mixed drops within test and training datasets, however we also tend to agree with Fujitsu. We are not sure if we need to differentiate between the two alternatives. In our opinion, the following aspect from Proposal 4.2.3-2 covers these alternatives as well: “Different drops, i.e., Training dataset from one drop, test dataset from a different drop of the same scenario.”



In first round of discussion, there was also discussion about the exact meaning of “Network synchronization”. FL understanding is, this was part of the agreement from RAN1#109, i.e., the simulation assumptions can reuse those of Rel-17 (i.e., Table 6-1 of TR 38.857), and the network synchronization row is copied below.
	Network synchronization
	The network synchronization error, per UE dropping, is defined as a truncated Gaussian distribution of (T1 ns) rms values between an eNB and a timing reference source which is assumed to have perfect timing, subject to a largest timing difference of T2 ns, where T2 = 2*T1
–	That is, the range of timing errors is [-T2, T2]
–	T1:	0ns (perfectly synchronized), 50ns (Optional)



Regarding Rel-17 UE/gNB RX and TX timing error, there are divergent views at the moment. There is also dispute if Rel-17 REG/TEG report should be assumed. Thus this aspect is left out at the moment.
Regarding InF scenarios, there are divergent views also. Hence it’s also left out in the proposal below.
With the above clarification, the following is proposed, which includes all the aspects with extensive support. 

Proposal 4.2.3-2
To investigate the model generalization capability, at least the following aspect(s) are considered for AI/ML based positioning:
(a) Different drops, i.e., Training dataset from one drop, test dataset from a different drop of the same scenario.
(b) Mixed drops.
(c) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}, test dataset from a different clutter parameter {60%, 6m, 2m};
(d) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;

	
	Company

	Support
	OPPO, CATT, Nokia/NSB

	Not support
	



	Company
	Comments

	vivo
	1. In our understanding, (a) and (b) may be redundant in the sense that essentially they are examining the same setup where training and test dataset are from different drops of the same scenario.
2. As we commented before, we think different InF scenarios are important to be evaluated for AI/ML model generalization performance. So we suggest add a bullet to capture that.    


	Xiaomi
	For the aspect of clutter parameter, besides the case of different clutter parameters i.e., item (c), we think the case of mixed clutter parameter should be considered as well. We suggest to add the following items
Mixed clutter.  The training data set are mixed from dataset with clutter parameter A and clutter parameter B. And the test data set are data set with clutter parameter A and data set with clutter parameter B, respectively. 

	ZTE
	In our view, (a)(c) has no too much difference as the training dataset and test dataset has no any spatial consistency. We can foresee that the AI model cannot maintain its performance in test dataset as the relationship between channel and UE position has been changed completely. Either case in (a)(c) should always need fine-tuning.
 
For (b), for example, two drops have dropped UEs in the same location. However, even for the same UE location, UE may see totally differently channels as two drops have no spatial consistency. So what’s the meaning for this? Do we mean all the objects/clutters/machinery have been changed/removed so UE may see total different channels even in the same location of the two drops? We think this is not a typical case. A more general scenario would be only some of the objects/clutters/machinery have been changed so that some new channel paths may be blocked or generated. In this case, the channels for a given UE position can still have partial spatial consistency. So we prefer to further study intra-site variation as mentioned in proposal 6.2-2.


	Qualcomm
	Please add an aspect that covers intra-site generalization. Some approaches, e.g., direct AI/ML positioning, are well-understood to not generalize to (a), (b), and (c) above. Therefore, it is good to include an aspect that covers generalization to site-specific changes, e.g., addition and removal of blockers and reflectors. 

Aspect (b) should be more realistic for consideration than aspect (a). If the ML model is expected to generalize across drops, it is better to be trained on mixture of drops. The same applies to aspect (c). It is better to consider a variant to aspect (c) that covers mixed clutters.

For aspect (d), in addition to network synchronization error, other impairments such as UE clock drift as well as UE/gNB RX and TX errors can be evaluated. The modeling of impairments during training and testing should be further discussed. For example, training and testing datasets have similar or different impairments.  

	HW/HiSi
	We also wondering about the different between (a) and (b). Could this be clarified?
We could add a scenario: Training from drop A+B, Test from B

	Nokia/NSB
	We support this proposal and think that Proposal 4.2.3-1 is covered by this proposal.




Offline discussion
Proposal 4.2.3-1
To investigate the model generalization capability, at least the following aspect(s) are considered for AI/ML based positioning:
(a) Different drops
· Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
(b) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
(c) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
· Other aspects are not excluded.
· It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.

Discussion: Qualcomm: intra-site for generalization study
Based on offline discussion, there is no clear support to discuss how to define the channel model for intra-site.

4th round discussion
For investigation of the model generalization, another aspect to discuss is UE/gNB RX and TX timing error. During the earlier discussion, some companies asked whether Rel-17 enhancement features like TEG should be enabled or not.
As several companies commented, this error is unavoidable, thus valuable to investigate. The simulation assumptions can reuse those of Rel-17 (i.e., Table 6-1 of TR 38.857), see below. 

	UE/gNB RX and TX timing error
	(Optional) The UE/gNB RX and TX timing error, in FR1/FR2, can be modeled as a truncated Gaussian distribution with zero mean and standard deviation of T1 ns, with truncation of the distribution to the [-T2, T2] range, and with T2=2*T1:
-	T1: X ns for gNB and Y ns for UE
-	X and Y are up to sources  
-	Note: RX and TX timing errors are generated per panel independently

Apply the timing errors as follows: 
-	For each UE drop, 
-	For each panel (in case of multiple panels)
-	Draw a random sample for the Tx error according to [-2*Y,2*Y] and another random sample for the Rx error according to the same [-2*Y,2*Y] distribution. 
-	For each gNB 
-	For each panel (in case of multiple panels)
-	Draw a random sample for the Tx error according to [-2*X,2*X] and another random sample for the Rx error according to the same [-2*X,2*X] distribution. 
-	Any additional Time varying aspects of the timing errors, if simulated, can be left up to each company to report.
-	For UE evaluation assumptions in FR2, it is assumed that the UE can receive or transmit at most from one panel at a time with a panel activation delay of 0ms.



Regarding Rel-17 enhancement features, the agreement below was made in RAN1#109e about Rel-16/Rel-17 positioning methods, i.e., Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG) can be included as part of baseline performance.
	Agreement
For AI/ML-based positioning evaluation, the baseline performance to compare against is that of existing Rel-16/Rel-17 positioning methods.
· As a starting point, each participating company report the specific existing positioning method (e.g., DL-TDOA, Multi-RTT) used as comparison.




Proposal 4.2.4-1
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(d) UE/gNB RX and TX timing error. 
· The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).


Another imperfection that can be investigated is UE clock drift. In Qualcomm contribution (R1- 2207228), UE clock drift is modelled as a random variable within [-150, 150] nanoseconds. 
Proposal 4.2.4-2
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(e) UE clock drift.
· UE clock drift is modelled as a random variable in the range of [-n, n] nanoseconds. Value n is up to the participating companies. 
Offline Discussion
Since UE/gNB RX and TX timing error is already included in Proposal 4.2.4-1, offline discussion indicates that it is not necessary to additionally include UE clock drift.

Proposal 4.2.4-3
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(e) InF scenarios,  e.g., training dataset from one InF scenario (e.g., InF-DH), test dataset from a different InF scenario (e.g., InF-HH)

Proposal 4.2.4-4
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
 (f) Intra-site

Offline Discussion
Offline discussion indicates that there is a lack of understanding of how to model intra-site variation at this meeting. 

Intermediate KPI(s) 
For AI/ML assisted positioning, the quality of model output is not UE position, and various types of model output have been used by companies. It is pointed out that in addition to the eventual KPI (i.e., UE location), intermediate KPI should be captured as well, i.e., accuracy of model output. 

	· ZTE (R1-2206072)
Proposal 9:  For evaluation of AI/ML assisted positioning, companies are encouraged to report the intermediate KPI(s), which provides the accuracy of the AI/ML model output.
· Accuracy rate of LOS/NLOS identification
· Average value of estimation errors between AI predicted timing/angle measurementz and ideal timing/angle measurements
· CDF of the estimation errors at some percentiles (e.g., {50%, 67%, 80%, 90%}) can be optionally presented.


	· CATT (R1-2206395)
[bookmark: OLE_LINK18][bookmark: OLE_LINK19]Proposal 2: For AI/ML-based positioning, in addition to AI-specific KPIs, the following KPIs are considered:
· Eventual KPI: Positioning accuracy, (e.g. 90% CDF percentiles of horizontal accuracy)
· Intermediate KPI: The accuracy of intermediate measurement results (e.g. error of ToA/AoA/AoD) if estimating timing and/or angle of measurement based on AI/ML model is applied.
· Intermediate KPI: The correct rate of LOS/NLOS identification if identifying LOS/NLOS identification based on AI/ML model is applied.


	· Nokia (R1-2206972)
Proposal-6: For evaluation of two-step or AI/ML assisted positioning, intermediate KPI(s) such as the accuracy of LOS/NLOS identification, accuracy of timing and/or angle of measurement, accuracy of the likelihood measurement, etc., should be reported together with the horizontal positioning accuracy.




1st round discussion

Reflecting companies’ input, the following is proposed. It is understood that the intermediate KPI is reported in addition to the generally applicable KPI, for example, 90% CDF percentiles of horizontal accuracy, model complexity, computational complexity.

Proposal 4.3.1-1
For evaluation of AI/ML assisted positioning, intermediate KPI(s) is reported, where the intermediate KPI is the accuracy of model output.
 
	
	Company

	Support
	Nokia/NSB

	Not support
	Fujitsu



	Company
	Comments

	vivo
	We have a question for clarification. 
Is the intention to only report intermediate KPI(s) or for AI/ML assisted positioning, both intermediate KPI(s) and final KPI (positioning error) are reported together? We have concern if only intermediate KPI(s) is reported as a high accurate intermediate result may not always lead to the better final positioning accuracy.

	Fujitsu
	We think the report of intermediate results are optional. It is not necessary to report the intermediate results, because the final purpose is to improve the positioning accuracy of the UEs so only the final KPIs are needed.

	InterDigital
	For AIML assisted positioning, both intermediate and final KPI should be evaluated. Intermediate KPI indicates quality of the output of the AIML model. For AIML assisted positioning, final KPI depends on the method that derives the estimated position based on the output of AIML. Thus analyzing the final KPI only may focus on the quality of the method not on AIML.

	CAICT
	Both intermediate KPI(s) and positioning accuracy should be reported. 

	LG
	Based on the quality of intermediate KPI is related to that of final KPI and it can be utilized as an assistance information for estimating the position.

	CATT
	The intermediate KPI(s) can be used to AI/ML model performance monitoring in LCM. Thus, we support to report the intermediate KPI(s) and eventual KPI.
Maybe we can have some sub-bullets to give some clarification on this proposal, e.g.,
For evaluation of AI/ML assisted positioning, intermediate KPI(s) is reported, where the intermediate KPI is the accuracy of model output.
· For example, the accuracy of LOS/NLOS identification, accuracy of timing and/or angle of measurement, accuracy of the likelihood measurement, etc.
· Note: Eventual KPI also need to be reported.


	QC
	We suggest adding a list of accuracy options for difference intermediate quantities.
In principle, we are OK with reporting an intermediate KPI(s) for AI/ML assisted positioning. For example, in LOS/NLOS identification, a company can report the precision and recall of the classification accuracy. Similar reasoning can be also applied to other intermediate quantities (e.g., RSTD, RxTx turn-around time, etc.). If the output of the AI/ML assisted algorithm is a distribution (see Section 5 - Likelihood Fusion Section in [1]), then representing KPI can be further discussed. 
However, we want to note that for the final positioning only a subset of links can be used (e.g., after outlier rejection) and, thus, the intermediate KPIs may not fully reflect the actual positioning performance.

[1] R1-2207229, “Other aspects on AI-ML for positioning accuracy enhancement,” Qualcomm Incorporated, 2022


	ZTE
	Support to report both intermediate KPIs and final KPIs. The intermediate KPIs should be discussed per sub-use case.

	OPPO
	The report of intermediate results can be reported optionally with final KPI.

	Apple
	There needs to be definition of what the KPI is based on the intermediate output and the sub-usage case. TOA difference ? LOS % error ?

	HW/HiSi
	We are not sure of intermediate KPI are needed and would prefer to evaluate the final positioning accuracy instead.
The accuracy can be misleading. For example for NLOS identification, we probably will have some misclassifications where a classified LOS in reality is NLOS or vice versa. And a true LOS that has wrongly been classified to be a NLOS, won’t impact the performance if there are still sufficient LOS available for further processing, which also happens in legacy systems. The key point is that the performance of the AI assisted method should be compared to the Rel-17 baseline.

	Nokia/NSB
	We are fine with this proposal, however it is important to note that accuracy as a metric is relevant only for classifier models. We would prefer to further study other relevant intermediate KPIs as well. Our understanding regarding the final positioning KPI (horizontal positioning accuracy) is that it will always be reported.

	Samsung 
	The relationship between the intermediate KPI(s) and the horizontal/vertical positioning accuracy may need to be further discussed, and intermediate KPI(s) can only be reported if it helps to improve the positioning accuracy. 




4th round discussion
In AI 9.2.1, it has been agreed that intermediate KPI is an important performance metric.
	Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
…



For AI/ML assisted positioning, intermediate KPI is highly relevant. For example, 
· If the model output is LOS/NLOS identification, the intermediate KPI is the accuracy of model predicted LOS/NLOS identification;
· If the model output is ToA, the intermediate KPI is the accuracy of model predicted time-of-arrival of the link.
The intermediate KPI is useful for checking the ML model performance, in addition to the agreed KPI of horizonal positioning accuracy. Thus the following is proposed for discussion.  

Proposal 4.3.2-1
For evaluation of AI/ML assisted positioning, an intermediate performance metric of model output is reported.
· FFS: Detailed definition of the intermediate performance metric of the model output

Other KPI
Several other KPIs are also suggested by a few companies, for example, latency, efficiency, overhead, input size.

	· LG (R1-2206878)
Observation #1: In addition to accuracy aspects, consider latency/efficiency as a major metric where it affects the amount of positioning accuracy in a trade-off manner.

	· Google (R1-2206199)
Proposal 3: Support UE feedback overhead as a KPI for AI/ML based positioning.


	· PML (R1-2205915, R1-2206224)

Proposal 7 : For DNN-based LOS/NLOS identification evaluation with transfer learning, adopt the variation scale of DNN parameters as one of KPIs.
Proposal 8: For DNN-based LOS/NLOS identification evaluation, adopt the input data size as one of KPIs.
Proposal 9: For DNN-based LOS/NLOS identification evaluation, adopt the input image size as one of KPIs.


	· Nokia (R1-2206972)
Proposal-7: Optional KPIs such as position estimation latency, radio resource efficiency and higher layer signaling overhead should be reported together with the horizontal positioning accuracy.





1st round discussion
Regarding the proposal of adding model input size as KPI, the input data size clearly have significant impact to AI/ML implementation, including feature engineering effort, performance, and complexity. In RAN1#109e, it was agreed that companies were encouraged to describe the input of AI/ML model inference, e.g., type and size of model input. 
For RAN1#110, Xiaomi (R1-2206639) evaluated the impact from model input size. Otherwise, there has been no dedicated effort to study how to perform rigorous feature engineering to reduce input size. It seems that the following proposal is adequate for this meeting.

Proposal 4.4.1-1
For AI/ML based positioning, if an evaluated model is to be captured in TR38.843, the model input size is reported. 

	
	Company

	Support
	CATT

	Not support
	QC



	Company
	Comments

	CAICT
	We are fine to capture some typical AI model from different companies in TR. The details of model description could FFS. The model input size anyway should be captured.

	QC
	We think companies need first to discuss and agree on what need to be included in the TR38.843 and whether the model structure is part of it before considering this proposal.

	HW/HiSi
	We are not sure if the proposal is needed, because the following agreement have been made for simulation assumptions in RAN1#109e already: 
Agreement
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.
We think the prerequisite in the proposal “if an evaluated model is to be captured in TR38.843” does not exist.

	Nokia/NSB
	We are supportive of capturing details related to model inputs. However, we wonder if the input size alone is relevant if the type is not known. For e.g., a binary vector of size 100 is processed very differently than the same length vector with complex values. Thus, it would be beneficial to clarify more details related to the model input size that needs to be reported.



For the other candidate KPIs, the group is invited to provide input which of the following is to be reported.

Question 4.4.1-2
Which of the following is considered a KPI for AI/ML based positioning, and expected to be reported?
(a) Latency
(b) Resource efficiency (e.g., amount of reference signal needed)
(c) UE feedback overhead
(d) Other

	
	Yes/No
	Company

	(a) Latency
	
	Nokia/NSB (Yes)

	(b) Resource efficiency
	
	Nokia/NSB (Yes)

	(c) UE feedback overhead
	
	CATT(Yes), Nokia/NSB (Yes)

	(d) Other (please describe)
	
	



	Company
	Comments

	Fujitsu
	We want to deprioritize (a) and think (c) should be considered.

	CATT
	Due to the CIR as an input, the UE feedback overhead is an important issue that need to be considered.

	QC
	We do not see the need to report KPIs for latency and resource efficiency. For UE feedback overhead, reporting a KPI depends on the model output, inference location, and whether the model is one- or two-sided. Further clarification is needed.

	HW/HiSi
	Defer the discussion of common KPIs until more progress has been made on common KPIs discussion in agenda 9.2.1.

	Nokia/NSB
	We think positioning latency, (radio/spectral) resource efficiency and signaling overhead are relevant KPIs that could be reported and considered for model evaluation.



Dataset
Companies’ view from contribution

	· Huawei (R1-2205894)
Proposal 4 : For the training dataset generation of AI/ML-based positioning, support uniform UE distribution.

	· PML (R1-2205915, R1-2206224)
R1-2205915
Observation 1 : The evaluation of AI/ML-based methods via simulations might not be consistent with that obtained by field test.
Observation 2 : Some real channel characteristics that are very helpful for the AI/ML-based LOS/NLOS identification cannot be effectively simulated via the current NR channel model, such as the consistency of NLOS paths and the relative change between LOS path and NLOS paths.
Proposal 1 : For AI/ML-based LOS/NLOS identification evaluation, adopt the real measurements as the training inputs. 
Proposal 2 : For AI/ML-based LOS/NLOS identification, adopt the transfer learning to reduce the data relabeling effort.
[image: ]
[bookmark: _Ref110257982]Figure 1 AL/ML-based LOS/NLOS identification.

Proposal 3 : For DNN-based LOS/NLOS identification, adopt the feature space transformation before the DNN.
Proposal 4 : For DNN-based LOS/NLOS identification, adopt the channel calibration in the preprocessing.
Proposal 5 : For DNN-based LOS/NLOS identification, adopt the DNN well-trained from the similar task for knowledge transfer.
Proposal 6 : For DNN-based LOS/NLOS identification, adopt the reference labeled data for fine-tuning during the online training. 
Proposal 7 : For DNN-based LOS/NLOS identification evaluation with transfer learning, adopt the variation scale of DNN parameters as one of KPIs.
Proposal 8: For DNN-based LOS/NLOS identification evaluation, adopt the input data size as one of KPIs.
Observation 3: For DNN-based LOS/NLOS identification, adopting transfer learning can reduce the data relabeling effort.
Proposal 9: For DNN-based LOS/NLOS identification evaluation, adopt the input image size as one of KPIs.

R1-2206224
Proposal 2: When generating training and inference datasets, multiple CSI should be collected in a single UE drop.



Figure 4 Flow of the pre-processing
Observation 3: When hardware impairments are unavoidable, to improve the output performance of the network, it is of great significance to pre-process CIR to maintain its mode stability.
Proposal 3: For AI/ML-based LOS/NLOS identification or fingerprint positioning evaluation, adopt the amplitude and TOF normalized CIR as the training inputs.


	· Vivo (R1-2206036)
Proposal 5:	Study further on model training framworks with low labeled data dependence, including fine tuning, semi-supervised learning, multi-port positioning.

	· CATT (R1-2206395)
Proposal 1: With the agreed evaluation methodology, the effects of simplified measurement and incomplete coordinate labels need to be considered.


	· Lenovo (R1-2206514)

Proposal 1: RAN1 to further differentiate whether the evaluations employed data labelling, i.e.,  used unlabelled (for unsupervised learning) or labelled (supervised learning) simulation data. Alternatively, an indication on whether supervised or unsupervised learning approaches were employed could be beneficial for the performance study.


	· NVIDIA (R1-2206524)
Proposal 2: Companies are encouraged to contribute real data to evaluate AI/ML based algorithms for positioning accuracy enhancements.


	· Samsung (R1-2206824)

Proposal 2: RAN1 to study the generalization ability for imperfect input/output data and how to model the imperfections.


	· Nokia (R1-2206972)
Observation-3: The availability of good quality data with sufficient diversity of positioning ground truth labels with accurate information, for model training and testing/validation is one of the key challenges in AI/ML based positioning.
Proposal-10: For evaluation of AI/ML based positioning, consider additional UE distribution options such as sparse or clustered deployment of UEs, while evaluating model performance.


	· Qualcomm (R1-2207228)
Proposal4: Study specifying a range of user area density in training datasets used for AI/ML positioning evaluation.




1st round discussion
For the evaluation, vivo and CAICT raised the issue of incomplete label, and vivo investigated methods with low labelled data dependency. While not all companies may choose to investigate this issue, it is reasonable that companies should at least describe data labelling when reporting the evaluation results. Thus the following is proposed.

Proposal 5.2-1
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
· Percentage of training data without label, if incomplete labeling is considered in the evaluation
· Imperfection of the ground truth labels, if any

	
	Company

	Support
	Fujitsu, CAICT, LG, CATT, QC, ZTE, Apple, Nokia/NSB, Samsung,

	Not support
	



	Company
	Comments

	OPPO
	Generally supportive. On the second bullet, we think that the method to apply training data without label need to be clarified.

	Nokia/NSB
	[bookmark: _Hlk112043457]We are fine with this proposal. Companies could optionally describe whether the labels are accurate or not, for e.g., using a parameter that indicates the trust/accuracy of the labels.




For the investigation of inadequate ground truth labels, this is very useful exercise.  Thus interested companies are invited to provide more results to share with the group.

Proposal 5.2-2
For evaluation of AI/ML based positioning, companies are encouraged to study the impact from availability of the ground truth labels. The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is also reported.

	
	Company

	Support
	Fujitsu, CAICT, QC, Nokia/NSB, Samsung,

	Not support
	



	Company
	Comments

	CATT
	We don’t think unsupervised learning is useful for AI/ML positioning.

	ZTE
	Prefer to study supervised learning as a starting point. 

	Nokia/NSB
	We are fine with this proposal, especially related to studying aspects related to availability of ground truth. We are also fine with reporting the learning algorithm, though we wonder how the information is used by the RAN.




The amount of training data has significant impact to the model performance, as well as practical life cycle management issues like data collection. Following Qualcomm (R1-2207228) suggestion, the following is proposed. For a given floor area, the user area density is equivalently reflected by the training dataset size. Thus the following is proposed.

Proposal 5.2-3
For evaluation of AI/ML based positioning, study the impact from the user area density in the training datasets. A range of user area density is to be evaluated. The user area density is reflected by training dataset size.

	
	Company

	Support
	QC, Nokia/NSB

	Not support
	



	Company
	Comments

	Fujitsu
	Actually, if only offline-training is considered then we may distribute large amount of UEs as many as we want in the simulation to improve the model accuracy so it seems no need to further evaluate this point.

	QC
	We are OK with the proposal in general giving the sampling for training is uniform.

	ZTE
	Prefer to reuse the grid based distribution as agreed in last meeting. No further discussion is needed.

	Nokia/NSB
	We are supportive of this proposal, and believe that sparse deployment of UEs and scenarios with limited dataset are important considerations. However, we think that training dataset size might not fully reflect this aspect.

	Samsung
	The fact is the positioning accuracy will be improved with larger size of training datasets. Higher user area density will lead to larger size of training datasets, and this is the fundamental reason for the performance gain. Considering there are many different method to collect training datasets, it seems unnecessary to study the impact from the user area density in our view.



2nd round discussion
Proposal 5.2-1 has broad support. However, it was not given time during the first online session. Thus it’ll be recommended for second online session.
Proposal 5.2-2 is updated to Proposal 5.3-1 according to companies’ input. The phase “study the impact” is used according to Chairman guidance. For reporting the learning algorithm, this is for sharing information among companies, e.g., whether/how the problem can be resolved with proper learning algorithm. No impact to RAN1 specification is expected. The agreed terminology on the learning algorithms is copied below for reference.
	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data



Proposal 5.3-1
For evaluation of AI/ML based positioning, study the impact from availability of the ground truth labels. The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.
[bookmark: _Hlk111799030]
	
	Company

	Support
	NVIDIA, Fujitsu, Apple,ZTE, Qualcomm, Nokia/NSB

	Not support
	HW/HiSi



	Company
	Comments

	OPPO
	Generally okay with the proposal. We prefer to study supervised learning as a starting point.

	Xiaomi
	We are OK to study it. But we think low priority should be assigned. 
At current stage, we prefer to prioritize the evaluation and study by assuming full availability of the ground truth labels 

	ZTE
	Agree with OPPO.

	CATT
	Agree with OPPO.

	HW/HiSi
	In our view the availability of ground-truth is an issue that could have impact on all use cases, and the definition what "availability of ground truth" really is supposed to mean is not clear to us. Therefore, it is better to first define a common definition of availability and how to evaluate it in the framework agenda item. 
Furthermore, we are not sure what is meant with „impact“ of the availability. Could the intention be more clarified, e.g. is it impact on performance if a limited set of ground truth labels is available? In this case, we think it would be better to progress firstly with the sub-use cases and metods, so that more details are known to be able to evaluate. 
The proposal 5.2-1 already has a bullet that says that companies can report the percentage of labeled data, if incomplete labelling is evaulated. In our understanding this seems to overlap with the proposal here. 
As otehr companies, we also prefer to start with supervised learning 

	Nokia/NSB
	We support this proposal. From our perspective, the availability of ground truth labels imply that we are not entirely sure whether the ground truth labels within the datasets are noisy or contains other forms of error, which might affect the model training and performance evaluations.



Offline discussion

Proposal 5.3-1
For evaluation of AI/ML based positioning, study the impact from availability of the ground truth labels. The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.
· Supervised learning is the starting point

4th round discussion
In the first round of discussion, proposal 5.2-3 based on Qualcomm (R1-2207228) suggestion was discussed. Based on companies’ feedback, it’s common understanding that training dataset size (or user area density) affects model performance, i.e., large training dataset leads to better performance. However, there is no quantified results to demonstrate this impact. It’s useful to understand how big the training dataset has to be in order to produce an adequate ML model. 
Since the user area density is reflected by training dataset size, the proposal uses training dataset size directly. This avoids the issue of differentiating grid based distribution vs random distribution.
Thus the proposal is presented below for further discussion. 

Proposal 5.4-1
For evaluation of AI/ML based positioning, study the impact from the labelled training dataset size, when model finetuning is not assumed. A range of labelled training dataset size is to be evaluated. 


Performed evaluation of direct AI/ML positioning
For RAN1#110, 16 companies submitted simulation results for direct AI/ML positioning. A high-level summary of the evaluation studies is provided in Table 6.1-1, based on companies’ input. For all the evaluation studies below, the ML output is the UE position, i.e., the 2-D coordinates of the target UE.

Table 6.1-1. Summary of AI/ML evaluation for direct AI/ML positioning
	
	UE side or network side or two-sided?
	ML input
	ML Model
	Studied model generalization (Y/N)
	Notes

	CATT
	One sided
	CIR
	ResNet
	No
	Also evaluated performance with network sync error

	
	Two sided
	CIR
	ResNet
	No
	

	China Telecom
	One sided
	TOA, DL-TDOA, RSRP
	multilayer perceptron
	No
	

	CMCC
	One sided
	CIR
	CNN-based
	Yes
	

	Ericsson
	Network side
	ToA
	ResNet
	Yes
	

	Fujitsu
	UE side
	CIR
	
	No
	

	Huawei
	Network side
	CIR
	ResNet
	Yes
	Extensive study of model generalization in 3 dimensions

	InterDigital
	UE side
	RSRP and/or RSTD measurements
	ResNet
	No
	

	Nokia
	One sided
	CIR
	CNN
	Yes
	

	NVIDIA
	One sided
	CIR
	CNN
	No
	

	OPPO
	UE side
	Normalized CIR + RSRP
	ResNet
	Yes
	

	Qualcomm
	UE side
	CIR
	?
	Yes
	Also evaluated many factors, e.g., spatial consistency, UE clock drift, TRP sync error.
Also evaluated using OTA field data; raytracing-generated data

	Rakuten
	One sided
	CIR
	Conv2D
+Dense
	Yes
	

	Samsung
	UE side
	CIR
	?
	No
	

	vivo
	One sided
	CIR
	Vision Transformer model
	Yes
	Also evaluated many issues, e.g., various types of ML input.

	Xiaomi
	One sided
	CIR
	?
	Yes
	Also evaluated input size reduction

	ZTE
	UE side
	path timing, RSRPP, path phase (i.e., CIR)
	CNN
	No
	Studied single-port vs multi-port PRS




Companies’ views and results from contribution
Selected results submitted by companies are copied below.
	· Huawei (R1-2205894)

Table 5 Performance of AI/ML-based fingerprint positioning under heavy NLOS conditions.
	BS receiving antennas
	Positioning
	Positioning Accuracy @90%

	Clutter parameters: 60%, 6m, 2m

	32
	UL-TDoA in Rel-17 without LOS detection
	> 10 m

	
	AI/ML-based fingerprint
	0.5m

	4
	UL-TDoA in Rel-17 without LOS detection
	> 10 m

	
	AI/ML-based fingerprint
	0.492 m

	Clutter parameters: 40%, 2m, 2m

	4
	UL-TDoA in Rel-17 without LOS detection
	> 10 m

	
	AI/ML-based fingerprint
	0.606 m



Observation 1 : From the evaluation results, it is observed that AI/ML-based fingerprint positioning provides reliable positioning accuracy under a small number of receiving ports.
Observation 2 : From the evaluation results, it is observed that AI/ML-based fingerprint positioning provides reliable positioning accuracy under both heavy and moderate NLOS conditions.

Table 7 Dataset composition for generalization studies and evaluation results
	Generalization studies

	Test scenario
	Training dataset parameters and size
	Inference dataset parameters and size
	Positioning Accuracy @90%/m

	Test scenario 1
	Clutter paras:{60%, 6m, 2m}
Drop1 25000 samples
	Clutter paras:{60%, 6m, 2m}
Drop2 5000 samples
	>10

	Test scenario 2
	Clutter paras:{60%, 6m, 2m}
5 Drops
25000 (5000/drop) samples
	Clutter paras:{60%, 6m, 2m}
Drop 2 (outside of the trained Drops) 5000 samples
	8.04

	Test scenario 3
	
	Clutter paras:{60%, 6m, 2m}
Drop 1 (inside the trained Drops) 5000 samples
	1.28

	Test scenario 4
	Clutter paras:{60%, 6m, 2m}
Drop1 & 2
25000 (12500/drop) samples
	Clutter paras:{60%, 6m, 2m}
Drop 1 5000 samples
	0.69

	1sample：1UE * 18BSs * 4 receiving ports



[bookmark: _Ref110882906][image: ]
Figure 5 CDF curves of positioning accuracy under Test scenarios 2 to 4

Observation 3 : From Test scenario 1, 3, and 4, when the inference dataset and the training dataset are from different drops, AI/ML-based fingerprint positioning model provides poor generalization performance. But when the mixed training dataset consists of samples from the same drop of the inference dataset, the generalization performance is improved. 
Observation 4 : From the evaluation results of Test scenario 1 and 2, enriching composition of training dataset can improve unknown drop’s positioning accuracy.
Observation 5 : From the evaluation results of Test scenario 3 and 4, the positioning performance for a drop improves when the amount/ratio of data samples from that drop in the mixed training dataset increases.
Table 9 Dataset composition for generalization studies and evaluation results
	Generalization studies

	Test scenario
	Training dataset parameters and size
	Inference dataset parameters and size
	Positioning Accuracy @90%/m

	Test scenario 6
	Clutter paras:{60%, 6m, 2m}
Drop 1 
12500 samples
+
Clutter paras:{40%, 2m, 2m}
Drop 1
12500 samples
	Clutter paras:{60%, 6m, 2m}
Drop 1 5000 samples
	0.86

	Test scenario 7
	
	Clutter paras:{40%, 2m, 2m}
Drop 1 5000 samples
	0.88

	Test scenario 8
	
	Clutter paras:{60%, 6m, 2m}
Drop 2 5000 samples
	>10

	Test scenario 9
	
	Clutter paras:{40%, 2m, 2m}
Drop 2 5000 samples
	>10

	1sample：1UE * 18BSs * 4 receiving ports



[image: ]
[bookmark: _Ref110882970]Figure 6 CDF curves of Positioning Accuracy under Test scenarios 6 to 9
Observation 7 : From the evaluation results of Test scenario 6 to 9, when the mixed training dataset consists of samples from the same drop and with the same channel parameters of the inference dataset, the positioning performance is improved and reaches the sub-meter level. But when inferred at a different drop, the generalization performance is still poor.

Table 10 Dataset composition for generalization studies and evaluation results
	Generalization studies

	Test scenario
	Training dataset parameters and size
	Inference dataset parameters and size
	Positioning Accuracy @90%/m

	Test scenario 10
	The model trained in Test scenario 8
+
Fine-tuned with
Clutter paras:{60%, 6m, 2m}
Drop 2 1000 samples
	Clutter paras:{60%, 6m, 2m}
Drop 2 5000 samples
	3.2

	Test scenario 11
	Clutter paras:{60%, 6m, 2m}
Drop 2 1000 samples
	Clutter paras:{60%, 6m, 2m}
Drop 2 5000 samples
	5.26

	1sample：1UE * 18BSs * 4 receiving ports



[bookmark: _Ref110882981][image: ]
Figure 7 CDF curves of Positioning Accuracy under Test scenarios 8, 10 and 11
Observation 8 : From the evaluation results of Test scenario 8 and 10, on top of the dataset with large amount of samples from a different drop, fine-tuned with a relatively small amount of samples from the same drop of the inference dataset will also be helpful to improve the generalization performance.
Observation 9 : From the evaluation results of Test scenario 10 and 11, as compared to the training dataset only consisting of a relatively small amount of samples from the same drop of the inference dataset, the training dataset additionally including large amount of samples from a different drop is also beneficial to improve the generalization performance.
	Generalization studies

	Test scenario
	Training dataset parameters and size
	Inference dataset parameters and size
	Positioning Accuracy @90%/m

	Test scenario 12
	Clutter paras:{60%, 6m, 2m}
Without timing error
Drop 1 25000 samples
	Clutter paras:{60%, 6m, 2m}
With UE timing error@=10ns
Drop 1 5000 samples
	3.12

	Test scenario 13
	Clutter paras:{60%, 6m, 2m}
Without network synchronization error
Drop 1 25000 samples
	Clutter paras:{60%, 6m, 2m}
With network synchronization error@=50ns
Drop 1 5000 samples
	15.49

	1sample：1UE * 18BSs * 4 receiving ports


[image: ]
[bookmark: _Ref110883036]Figure 8 CDF curves of Positioning Accuracy under Test scenarios 12 and 13

Observation 10 :	From the evaluation results of baseline and Test scenario 12 and 13, when the added UE Tx/Rx timing error are randomly distributed with T_1= 10 ns or the added network synchronization error randomly distributed with T_1= 50ns, AI/ML-based fingerprint positioning model provides poor generalization performance without special consideration of the non-ideal factors.


	· vivo (R1-2206036)
Table 1	CDF of positioning accuracy (m) of different positioning methods
	Scenario
	Positioning methods
	50%
	67%
	80%
	90%

	InF-DH
{0.6,6,2}
	DL-TDOA
	8.38
	11.09
	15.95
	32.12

	
	UL-TDOA
	8.60
	11.52
	16.33
	32.81

	
	RTT
	8.32
	11.42
	15.72
	32.41

	
	AOA
	8.13
	10.36
	14.09
	20.16

	
	Machine learning
	0.35
	0.49
	0.70
	0.99



Table 2	CDF of positioning accuracy (m) of different model inputs
	Scenario
	Model inputs
	50%
	67%
	80%
	90%

	InF-DH
{0.6,6,2}
	CIR
	0.35
	0.49
	0.70
	0.99

	
	Power + delay + angle of the first path
	0.51
	0.70
	0.90
	1.19

	
	Power  + delay of the first path
	0.52
	0.75
	1.00
	1.31

	
	Delay + angle of the first path
	0.65
	0.84
	1.11
	1.43

	
	Angle + power of the first path
	0.83
	1.14
	1.45
	1.79



Table 3	CDF of positioning accuracy when AI model is transferred to other drops
	Scenario
	Training dataset
	Test dataset
	50%
	67%
	80%
	90%

	InF-DH
{0.6,6,2}
	Drop 1
	Drop 1
	0.35
	0.49
	0.70
	0.99

	
	Drop 1
	Drop 2
	2.76
	3.68
	4.58
	6.00

	
	Drop 1
	Drop 3
	2.78
	3.70
	4.62
	5.81





	· ZTE (R1-2206072)

	Positioning error (m)
	50%
	67%
	80%
	90%

	8 path timings + DL PRS RSRPPs
	0.876
	1.154
	1.446
	1.931

	16 path timings + DL PRS RSRPPs
	0.633
	0.851
	1.097
	1.400

	32 path timings + DL PRS RSRPPs
	0.520
	0.659
	0.822
	1.749

	64 path timings + DL PRS RSRPPs
	0.383
	0.512
	0.642
	0.825

	128 path timings + DL PRS RSRPPs
	0.346
	0.461
	0.576
	0.714

	256 path timings + DL PRS RSRPPs
	0.323
	0.420
	0.532
	0.688


Table.3 Positioning errors at some percentiles for sub-use case 1-1(Grid width is 1.0 m)

	Positioning error (m)
	50%
	67%
	80%
	90%

	32 path timings + DL PRS RSRPPs
	0.298
	0.405
	0.509
	0.634

	32 path timings + DL PRS RSRPPs + path phases
	0.290
	0.390
	0.497
	0.645

	64 path timings + DL PRS RSRPPs
	0.243
	0.320
	0.405
	0.508

	64 path timings + DL PRS RSRPPs + path phases
	0.183
	0.245
	0.314
	0.421

	128 path timings + DL PRS RSRPPs
	0.206
	0.275
	0.349
	0.446

	128 path timings + DL PRS RSRPPs + path phases
	0.126
	0.164
	0.212
	0.278


Table.5 Positioning errors at some percentiles for sub-use case 1-2(Grid width is 0.5 m)
Observation 1:  The AI/ML based positioning method can have excellent performances even in heavy NLOS conditions.
Observation 2: With the increase in number of path timings and RSRPPs, positioning performances are improved significantly.
Observation 3: With path phase information included in AI model input, positioning performance is improved obviously when compared to AI model input without path phase information.
Observation 4: With measurement results from multi-port PRS included in AI model input, increased positioning performance can be observed when compared to AI model input only includes measurement results from single port PRS.



	· Fujitsu (R1-2206168)
Table 1 	Simulation results percentiles of the direct AI method and non-AI DL-TDOA
	
	50%
	67%
	80%
	90%

	Direct AI
	2.51
	3.25
	4.08
	5.42

	Non-AI DL_TDOA
	8.97
	12.55
	17.32
	23.13



Observation 1 The SLS simulation results of InF-DH scenario by using direct AI method (CIR) is 5.42m in terms of 90% percentile of the positioning accuracy, a dramatic performance improvement can be witnessed compared to the 23.13m for the conventional DL_TDOA method. Statistically, the positioning accuracy can be improved by more than 75% by using direct AI method. 

	· Google (R1-2206199)

Proposal 4: Compared to AI/ML assisted positioning, direct AI/ML positioning should be prioritized.
Proposal 5: For direct AI/ML positioning, consider to use CIR and L1-SINR from each cell as the input.


	· Ericsson (R1-2206248)

Table 9 Percentiles of horizontal errors for ML vs conventional (UL-TDOA) positioning methods
[image: ]
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Figure 17 An example performance (cumulative-density-function of horizontal positioning errors) of applying ML inference for another scene while keeping the clutter parameter the same

Observation 7	With Direct AI/ML positioning, the ML method outperforms the legacy method with a large performance improvement.
Observation 8	Direst AI/ML positioning should carefully consider the model generalization issue before deploying the ML model.

	· Rakuten Mobile (R1-2206252)
[bookmark: _Ref110772668]Table 8 Positioning accuracy of 90% UE
	Dataset
	Positioning accuracy of 90% UE
	Positioning accuracy of 90% UE from [4]

	Drop1
	0.67m
	0.46m

	Drop80k
	5.55m
	5.23m



Observation 1: AI/ML based positioning using CIR as input provides high accuracy. 
Proposal 1: AI/ML based positioning with CIR as input should be considered.


	· OPPO (R1-2206319)

Table 1: Positioning accuracy achieved for direct AI/ML positioning
	Accuracy achieved @90% (m)
	w/ spatial consistency
	w/o spatial consistency

	1 drop,  80,000 UEs per drop
	0.33
	0.40

	10 drop,  80,000 UEs per drop
	0.52
	0.86

	80,000 drop,  1 UE per drop
	4.35
	4.35



Observation 2: For InF-DH scenario with clutter setting {0.6, 6m, 2m}, no matter the data set is generated by modeling the spatial consistency of small scale parameters or not,  the performance gaps are quite large for different alternatives of data set construction.
· The number of drops has larger impact than the enabling/disabling of spatial consistency for small scale parameters on the AI/ML performance
· When the number of drops increased, the achieved accuracy become worse

Table 2: Generalization performance for direct AI/ML positioning 
(different clutter settings for training and testing)
	Accuracy
achieved @90% (m)
	w/ spatial consistency
	w/o spatial consistency

	Training: {60%, 6, 2}
Inference: {60%, 6, 2}
	0.33
	0.4

	Training: {60%, 6, 2}
Inference: {40%, 2, 2}
	13.2
	6.8

	Training: {40%, 2, 2}
Inference: {60%, 6, 2}
	8.47
	7.2

	DL-TDOA: {60%, 6, 2}
	
	12.3



Observation 3: For the InF-DH scenario, if different clutter settings are used for AI model training and testing, there will be large performance degradation. 
· Compared to the case w/ spatial consistency of small scale parameters, there will be smaller performance loss in the case w/o spatial consistency of small scale parameters.   


	· CATT (R1-2206395)
[image: res18]  [image: res18drop1RTE]
(a) Perfect network synchronization            (b) Network synchronization with 50 ns synchronization error
[bookmark: _Ref110965308]Figure 2: CDF of horizontal accuracy of one-sided model
Observation 1: For directly estimating UE’s positioning based on one-sided AI/ML model, the horizontal accuracy is 0.42m@90% if perfect network synchronization is assumed, and the horizontal accuracy is 2.25m@90% if network synchronization with a truncated Gaussian distribution of 50 ns is assumed.
[image: res18compress]
[bookmark: _Ref110969365]Figure 4: CDF of horizontal accuracy of two-sided model
Observation 2: For two-sided model, the horizontal accuracy is degraded to 0.78m@90%, but the resource overhead for transmitting compressed CIR is one third of the original CIR.
Proposal 3: For AI/ML-based positioning, two-sided model is supported to be further studied.

	· NVIDIA (R1-2206524)

Table 9: Summary of CDF percentiles of horizontal positioning accuracy
	CDF percentile
	50%
	67%
	80%
	90%

	ToA
	12.1 m
	17.2 m
	24.1 m
	34.9 m

	AI/ML
	1.1 m
	1.5 m
	1.8 m
	2.3 m



Observation 2: AI/ML-based algorithms for direct AI/ML positioning can significantly improve positioning estimation accuracy when compared to classical approaches.
Proposal 4: Capture the presented evaluation results in the TR to highlight that direct AI/ML positioning can significantly improve positioning estimation accuracy when compared to classical approaches.


	· Xiaomi (R1-2206639)

Table 10 Positioning error for typical percentiles for finger printing solution
	
	Training data set
	Test data set
	50%
	67%
	80%
	90%

	Case 1
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	0.2277
	0.2925
	0.3622
	0.4462

	Case 2
	
	{40%, 2m, 2m }
	3.1079
	4.2086
	5.4704
	7.0914

	Case 3
	{40%, 2m, 2m}
	{60%, 6m, 2m}
	0.6833
	0.9120
	1.1738
	1.5328

	Case 4
	
	{40%, 2m, 2m }
	0.3997
	0.5141
	0.6245
	0.7566

	Case 5
	mix of {60%, 6m, 2m} and {40%, 2m, 2m}
	{60%, 6m, 2m}
	0.2765
	0.3535
	0.4404
	0.5419

	Case 6
	
	{40%, 2m, 2m }
	0.4018
	0.5134
	0.6279
	0.7684



Observation 1: 
-	AI-based solution could greatly improve the positioning accuracy performance for both finger priniting and AI-based ToA prediction
-	The positioning error is less than 1m for both finger printing and AI-based ToA prediction
Observation 2:
-	The finger printing outperforms the AI-based ToA predication solution sligntly

Table 11   Computation in the AI model size and the computation complexity
	Solution
	Input options 
	AI model size(Bytes)
	Computation complexity (FLOPs)

	Finger printing

	Option 1
	52.81M
	5.76G

	
	Option 2
	4.95M
	539.95M

	AI-based ToA predication
	Option 1
	52.81M
	5.76G

	
	Option 2
	4.95M
	539.94M





	· China Telecom (R1-2206689)

Table 2: Positioning accuracy for different schemes
	Methods
	50%
	67%
	80%
	90%

	Traditional method
	11.89
	13.62
	14.78
	16.36

	AI + TOA
	0.37
	0.46
	0.57
	0.69

	AI + DL-TDOA
	0.38
	0.49
	0.59
	0.73

	AI + RSRP
	0.27
	0.34
	0.41
	0.52

	AI + RSRP +TOA
	0.22
	0.29
	0.36
	0.43

	AI + RSRP + DL-TDOA
	0.19
	0.25
	0.31
	0.38



Observations 1: When there are multipath, non-line-of-sight (NLOS), indoor coverage, and non-ideal synchronization in the positioning scenarios, the positioning accuracy of traditional positioning algorithms will be affected. However, AI/ML-based positioning methods can improve positioning accuracy significantly.
Observations 2: The positioning accuracy can be further improved when the measurement information is combined as the input of AI/ML model.


	· Samsung (R1-2206824)

	Pos error(m)
	50%
	67%
	80%
	90%

	ResNet
	0.29
	0.38
	0.48
	0.67

	DL-TDOA
	17
	20
	26
	32



Observation 3: At least for data set from the same large-scale and small-scale propagation parameters setting in InF-DH, the AI based positioning method could provide significant improvement comparing to DL TDOA.

	· CMCC (R1-2206906)
[image: ]
Observation 1: The positioning accuracy is sensitive to the generalization and spatial consistency of the small-scale parameters.
Observation 2: For AI/ML based positioning schemes, how to improve the generalization capability over different drops should be studied.


	· Nokia (R1-2206972)

[image: ]    [image: ]  [image: ]
a: Benchmark two-step positioning      	   	b: ML two-step positioning       	   	        c: ML one-step positioning
Exemplary results, InF-DH with clutter parameters {40%, 2m, 2m}:
Table 3: Horizontal positioning error in Scenario 1 for random selection of training and test data
	Positioning Error (m)
	ML one-step
	ML two-step
	Peak detection (benchmark scheme)

	Mean
	3.90
	9.39
	9.62

	80th%
	5.63
	9.95
	10.74

	90th%
	7.24
	12.94
	15.31

	95th%
	8.99
	16.97
	21.04





	· InterDigital (R1-2207094)

Table 12 FLOP and horizontal accuracy of Direct AI/ML positioning (m)
	
Simulation Cases

	Complexity (FLOP)
	
50% ile
	
67% ile
	
80% ile
	
90 %ile

	Case 1: DL-TDOA
	N.A.
	2.2944
	4.5906
	7.9878
	10.9090

	Case 2: mRTT
	N.A.
	0.5963
	1.0681
	1.6487
	2.4705

	Case 3: M1-fingerprinting(RSRP)
	18.34 M
	1.6021
	2.0669
	2.6096
	3.2796

	Case 4: M2-fingerprinting(RSTD)
	9.38 M
	0.6599
	0.8839
	1.1878
	1.6511

	Case 5: M3-fingerprinting(RSTD)
	37.34 M
	0.6165
	0.8424
	1.1224
	1.5719

	Case 6: M4-fingerprinting(RSRP+RSTD)
	11.41 M
	0.9465
	1.2377
	1.5658
	2.0405



Observation 1: Direct ML positioning technique achieves better positioning accuracy than conventional positioning techniques (Case 5 vs Case 1&2).
Observation 2: Direct positioning technique yields significantly higher positioning accuracy approximately 9.3 m than DL-TDOA positioning at CDF=0.9.  (Case 5 vs Case 1).
Observation 3: Direct positioning technique results higher positioning accuracy approximately 0.9 m than mRTT at CDF=0.9. (Case 5 vs Case 2)
Observation 4: Model complexity in order of ~10 M FLOP achieves better positioning accuracy than conventional positioning techniques. 
Proposal 1: Adopt direct AI/ML positioning to achieve high positioning accuracy. 
Proposal 2: Study enhancements to improve positioning accuracy for the UEs dropped on the edge of the deployment area. 


	· Fraunhofer (R1-2207123)
	    [image: ]
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	(a)
	(b) (without clipping)

	[image: ]
	

	(c) (large errors clipped to 1.2m)
	


[bookmark: _Ref111150506]Figure 8 - ML based positioning in a real world scenario: (a) scenario TRPs in green, blockers/reflectors in Red and highlighted training areas A1, A2 and A3,  (b) and (c) Performance in the whole positioning area


	· Qualcomm (R1-2207228)

[bookmark: _Ref111123281][bookmark: _Ref111123274]Table 13 Horizontal positioning error (meters) of RFFP with Type 2 generalizations
	Train
	Test
	50%
	67%
	80%
	90%tile

	Drop A
	Drop A
	1.41
	1.79
	2.19
	2.77

	Drop A
	Drop B
	5.98
	7.81
	9.88
	12.33

	Classical
	Drop A
	14.65
	23.75
	36.3
	64.57

	Classical
	Drop B
	13.88
	21.58
	31.79
	54.61


Observation2: RFFP method is site specific and can provide excellent performance when operated on the site being trained on. It should not be expected to generalize over unseen sites that have entirely different reflections and multipath realization.
Observation3: RFFP shows good robustness to new unseen reflections and multipath components.
Observation4: RFFP method can show different sensitivities to new unseen intra-site blocking effects depending on which paths get blocked.
Observation5: RFFP method shows better robustness to unseen blocking effects when trained on mixture of intra-site changes.





1st round discussion

It has been observed by companies that direct AI/ML positioning has advantages in an environment with severe NLOS condition. Thus the following is proposed.

Proposal 6.2-1
For evaluation of direct AI/ML positioning, the deployment scenario includes at least InF-DH with clutter parameter {60%, 6m, 2m}.

	
	Company

	Support
	CATT

	Not support
	



	Company
	Comments

	vivo
	In last meeting, agreements on evaluation assumptions were already made. We don’t think this proposal is needed.

	Fujitsu
	Agree with VIVO.

	CAICT
	Agree with vivo.

	LG
	Same understanding with vivo

	CATT
	The previous agreement is just for InF-DH deployment scenario. This proposal is focus on direct AI/ML positioning, from our point of view. Maybe the proposal can be updated as:
For evaluation of dDirect AI/ML positioning is supported and the deployment scenario includes at least InF-DH with clutter parameter {60%, 6m, 2m}.

	ZTE
	Similar view with vivo.

	OPPO
	Agree with vivo.

	Apple
	Same understanding as Vivo

	Nokia/NSB
	We agree with vivo and are not fully sure whether this proposal is required to be agreed.

	Samsung 
	Agree with vivo.



Based on companies’ input, direct AI/ML positioning is site specific, and sensitive to changes in the environment. Thus the following is proposed. For intra-site variations, RAN1 should further discuss exactly how to model it, e.g., if the modification to 38.901 by Qualcomm (R1-2207228) should be adopted.

Proposal 6.2-2
For evaluation of direct AI/ML positioning, the model generalization capability is investigated. The ML model is expected to be trained to handle at least intra-site variations.
· RAN1 discuss how to model intra-site variations.

	
	Company

	Support
	QC

	Not support
	



	Company
	Comments

	vivo
	It’s not clear what the intention of this proposal is. 
1. Both direct AI/ML and AI/ML assisted positioning are proposed to be evaluated. Model generalization is also proposed to be investigated. 
2. We don’t see agree with “The ML model is expected to be trained to handle at least intra-site variations.” This is speculation before the study. If the intention is to capture observation based on evaluation results, we think this could be discussed when all results are ready.

	CATT
	For generalization, we prefer to discuss details until getting more simulation results from companies.

	QC
	There are many different degrees of intra-site variations, and we cannot make a blanket statement that the ML model is expected to handle any “intra-site variations”.
Rather, we propose to say to study ML model generalization for intra-site variations, as we proposed in
Type 3: Intra-site: Performance of AI/ML model on unseen variations within the same site (e.g., moving objects, small environment variations over time)


	ZTE
	This proposal should be discussed in section 4.2, which is related to the evaluation of model generalization.

	HW/HiSi
	In InF scenario, there is only one sector in one site, therefore we are not clear the difference between “intra-site” and “inter-site”. Could this please be elaborated? 
We think this proposal could inflict maybe unnecessary efforts that divert us from the goal to evaluate the capability of the AI model under various conditions, e.g. that we spend time onto discuss what intra site variations and inter site variation mean.
For generalization, it could be straight forward instead to spell out what should be investigated, like discussed in Proposal 4.2.2-1 and Question 4.2.2-2.
In our paper, e.g., we have proposed concrete test scenarios that we think would not cause subsequent discussion and could be easier to decide upon:
Proposal 7: For evaluation of AI/ML-based positioning, RAN1 should formulate the methodology for evaluating the model generalization, and the following dimensions are proposed to be considered as the baseline:
•	Dimension 1: various inference dataset from different drops under the same channel parameters;
•	Dimension 2: various inference dataset from different channel parameters, including at least {60%, 6m, 2m} and {40%, 2m, 2m} under InF-DH scenario;
•	Dimension 3: various inference dataset with non-ideal assumptions, including the network synchronization error and the UE Tx/Rx timing error

	Nokia/NSB
	We are supportive of this proposal in terms of RAN1 discussing how to model intra-site variations. We propose the following change:
Proposal 6.2-2
For evaluation of direct AI/ML positioning, the model generalization capability is investigated. The ML model is expected to be trained to handle at least intra-site variations. RAN1 to discuss how to model intra-site variations.


	Samsung 
	Share the same question with vivo.



Based on the evaluation results submitted to RAN1#110, 13 out of 16 companies used CIR as model input. Thus the following is proposed.

Proposal 6.2-3
For evaluation of direct AI/ML positioning, as a baseline, CIR is used as model input.

	
	Company

	Support
	Fujitsu, CAICT, CATT, OPPO, HW/HiSi, Samsung,

	Not support
	QC, ZTE, Nokia/NSB



	Company
	Comments

	Fujitsu
	We support to have CIR as the model input.

	QC
	There is no need to restrict the input to one option.

	ZTE
	In current specification, UE/TRP can only report path timings and path RSRPs, so the CIR is not supported. In our view, the baseline should be the measurements that are already supported in spec. We prefer to start from path timing(s) and path RSRP(s) as model input.

	Nokia/NSB
	We agree with ZTE regarding the availability of CIR dataset for model training. Perhaps, it needs to be clarified how the CIR information is acquired, for e.g., a simpler approach could be to use the received signal as a baseline, and then each company may decide what to do with the received signal samples.




For evaluation of AI/ML assisted positioning, RAN1 should discuss and decide on a common template to capture evaluation results from different companies. This is useful for sharing results among companies, and also useful for TR description in the end. 
Discussion 6.2-4
Please share your thoughts on how to define a common template for capturing evaluation results for direct AI/ML positioning. As a starting point, the following is provided for your consideration:
· Basic performance (i.e., training dataset and testing dataset are drawn from the same environment)
· Model input: input type, input size
· Model output: output type, output size
· Model description (e.g., CNN, ResNet)
· Which side the model is deployed, UE side or network side
· Key simulation parameters, e.g., clutter parameter
· Dataset size, including the size of training dataset and test dataset
· Ground truth label
· AI/ML complexity: Model complexity and computation complexity
· Horizontal positioning accuracy at CDF=90%, including the comparison to a conventional non-ML method
· Model generalization investigation
· Description of {Training dataset, test dataset} pair, e.g., training dataset from Drop 1, test dataset from Drop 2
· Horizontal positioning accuracy at CDF=90%, as compared to the basic performance above

	Company
	Comments

	Fujitsu
	We propose to have agreed limited options for each item for companies to choose rather than report freely, e.g., “UE side or network side”, some companies may consider both gNB and LMF as network side. And for “Model description (e.g., CNN, ResNet)”, actually ResNet structure also contains multiple CNNs so it may cause confusion.




Performed Evaluation of AI/ML-assisted positioning
For RAN1#110, 12 companies submitted simulation results for AI/ML-assisted positioning. A high level summary of the evaluation studies is provided in Table 7.1-1, based on companies’ input.
Table 7.1-1. Summary of AI/ML evaluation for AI/ML-assisted positioning
	
	UE side or network side or two-sided?
	ML Input
	ML Output
	ML Model
	Studied model generalization (Yes/No)
	Notes

	Ericsson
	Network side
	CIR
	LoS/NLoS classification + ToA
	CNN
	Yes
	Also studied how the conventional method use the ML output to achieve better UE position accuracy

	Fujitsu
	UE side
	CIR
	ToA (?)
	multiple DNN
	No
	

	Huawei
	Network side
	Normalized PDP
	LOS/NLOS probability
	CNN
	Yes
	

	InterDigital
	UE side
	RSRP
	RSTD value per TRP
	ResNet
	No
	

	Nokia
	One sided
	CIR
	LOS/NLOS identification
	KNN or FCNN 
	No (?)
	

	
	One sided
	CIR
	TOA
	CNN
	Yes
	

	NVIDIA
	One sided
	CIR
	LOS/NLOS probability
	CNN
	No
	

	OPPO
	UE side
	CIR
	TOA
	ResNet
	Yes
	

	PML
	Network side
	Transformed channel H
	LOS/NLOS probability
	CNN
	No
	Used field test data (Underground parking lot)

	Qualcomm
	UE side
	CER
	Probability distribution of TDOA
	?
	Yes
	Also evaluated Umi

	vivo
	One sided
	CIR, input size = 4096×1×18
	LOS/NLOS identification; ToA
	CNN
	Yes
	

	Xiaomi
	One sided
	CIR
	ToA
	?
	Yes
	

	ZTE
	One sided
	path timings and RSRPPs
	DL PRS RSTD values;
Confidence levels of LOS and NLOS
	CNN
	No
	




Companies’ views and results from contribution
Selected results submitted by companies are copied below.
	· Huawei (R1-2205894)
[bookmark: _Ref100767510]Table 14 Performance of LOS/NLOS Identification.
	BS receiving ports
	LOS ID method
	Positioning Accuracy @90%

	Clutter parameters: 40%, 2m, 2m

	32
	Baseline LOS ID
	0.484m

	4
	Baseline LOS ID
	6.447m

	4
	AI/ML LOS ID
	0.353m



Observation 11 : From the evaluation results, it is observed that for a small number of gNB antennas, AI/ML-based LOS/NLOS identification could significantly improve the positioning accuracy.

Observation 12 : For AI/ML-based LOS/NLOS identification evaluation, the applied model only needs very small number of parameters and does not require tremendous FLOPs.


	· Vivo (R1-2206036)
Table 10	CDF of positioning accuracy of different positioning methods
	Scenario
	Methods
	50%
	67%
	80%
	90%

	InF-DH
{0.6,6,2}
	Direct AI/ML positioning (CIR-pos) 
same drop
	0.35
	0.49
	0.70
	0.99

	
	[bookmark: OLE_LINK7][bookmark: OLE_LINK6]AI/ML based TOA est. (CIR-TOA-pos) 
 same drop
	0.19
	0.28
	0.40
	0.60

	
	Direct AI/ML positioning (CIR-pos) 
different drops
	2.76
	3.68
	4.58
	6.00

	
	AI/ML based TOA est. (CIR-TOA-pos) different drops
	0.93
	1.27
	1.73
	2.51



Observation 9:	AI/ML based TOA estimation for positioning has great advantages in positioning performance, deployment flexibility, compatibility with existing positioning protocol framework, and generalization capability.
Observation 10:	 AI/ML based LOS/NLOS identification for positioning has the advantages:
-	More accurate LOS/NLOS identification along with a confidence metric 
-	Better compatibility with existing positioning protocol framework. 
-	Great generalization capability.
And disadvantages: 
-	Positioning performance could suffer from severe degradation in heavy-NLOS scenarios.
-	Obtain LOS/NLOS labels is a challenging task for data collection.
Proposal 8:	Study further on the benefits of AI/ML assisted positioning for AI/ML based positioning in terms of positioning accuracy and AI model generalization.

	· ZTE (R1-2206072)

	Positioning error (m)
	50%
	67%
	80%
	90%

	Sub-use case 1-2
	0.126
	0.164
	0.212
	0.278

	Sub-use case 2-1
	0.117
	0.163
	0.209
	0.269


Table.7 Positioning errors at some percentiles for sub-use case 1-2 (Grid width is 0.5 m)
Observation 5: The AI/ML based positioning method can have excellent accuracy on estimation of DL PRS RSTD values even in heavy NLOS conditions.
Observation 6: AI/ML assisted positioning can achieve slightly better positioning performance than direct AI/ML positioning to some degree.
Observation 7: The AI/ML based positioning method can have a good accuracy rate of LOS/NLOS identification.


	· Fujitsu (R1-2206168)

Table 2 	Simulation results percentiles of the indirect AI method and non-AI DL-TDOA
	
	50%
	67%
	80%
	90%

	Indirect AI
	4.12
	5.61
	7.24
	10.05

	Non-AI DL_TDOA
	8.97
	12.55
	17.32
	23.13



Observation 2 The SLS simulation results of InF-DH scenario by using indirect AI method is 10.05m in terms of 90% percentile of the positioning accuracy, a dramatic performance improvement can be witnessed compared to the 23.13m for the conventional DL_TDOA method. Statistically, the positioning accuracy can be improved by more than 50% by using indirect AI method. 


	· Ericsson (R1-2206248)
[image: ]
Figure 8 Final positioning error distributions for using AI/ML outputs with conventional L1 error minimizing positioning solutions on the first test dataset.
Table 5 UE positioning errors for the first test dataset at different percentiles.
	CDF Percentile (%)
	ML based, UE horizontal position error [m]
	Baseline: Non-ML based, UE horizontal position error [m] (copied from Table 3)

	50
	0.14
	0.13

	67
	0.19
	1.83

	80
	0.25
	4.82

	90
	0.37
	9.27



Table 7 UE positioning errors for the second test dataset at different percentiles. Performance with the first test dataset is included for comparison
	CDF Percentile (%)
	Dataset 2, UE horizontal position error [m]
	Dataset 1, UE horizontal position error [m], copied from Table 5

	50
	0.14
	0.14

	67
	0.19
	0.19

	80
	0.25
	0.25

	90
	0.36
	0.37



Observation 1	A single simple ML model can be deployed to all TRPs to generate reliable LoS classification and ToA estimates in the InF-DH environment with {40%, 2m, 2m} clutter parameters.
Observation 2	LoS classification false positives can cause significant degradation to conventional UL-TDOA positioning solutions using L2 loss functions minimization even with reliable ToA estimates. Performance can be improved by biasing the LoS logit decision boundary with domain knowledge. Alternatively, preferential weighting between the two classes of classification errors/entropy can be introduced into the training loss function.
Observation 3	Conventional UL-TDOA positioning solutions using L1 loss function minimization can achieve high positioning accuracy even in the presence of false positive LoS classification reports.
Observation 4	Reliable positioning performance can be achieved by deploying an identical simple AI/ML model to operate independently at different TRPs in the InF-DH environment with {40%, 2m, 2m} clutter parameters. Simple conventional UL-TDOA positioning solutions at the centralized node can be retained to process the reports generated by the TRPs.
Observation 5	AI/ML-assisted positioning can substantially improve the UE positioning accuracy for the difficult cases where existing methods tend to fail.
Observation 6	A single simple AI/ML model deployed to all TRPs for LoS classification and ToA estimation can generalize to different InF-DH {40%, 2m, 2m} environment realizations. Reliable positioning performance is achieved irrespective of environment change.

	· OPPO (R1-2206319)
Table 4: Positioning accuracy achieved for AI/ML assisted positioning
	
	Accuracy  achieved @90% (m)

	1 drop, 80000 Ues per drop, 
w/ spatial consistency
	0.52

	1 drop, 80000 Ues per drop, 
w/o spatial consistency
	0.72

	10 drops, 80000 Ues per drop, 
w/ spatial consistency
	1.03

	80000 drops, 1 Ues per drop, 
w/ spatial consistency
	5.78



Table 5: Generalization performance for AI/ML assisted positioning 
(different clutter settings for training and testing)
	Accuracy
achieved @90% (m)
	w/ spatial consistency
	w/o spatial consistency

	Training: {60%, 6, 2}
Inference: {60%, 6, 2}
	0.52
	0.72

	Training: {60%, 6, 2}
Inference: {40%, 2, 2}
	15.7
	6.65

	Training: {40%, 2, 2}
Inference: {60%, 6, 2}
	7.94
	7.88

	DL-TDOA: {60%, 6, 2}
	
	12.3




	· NVIDIA (R1-2206524)

Table 15: Confusion matrix of LOS/NLOS classification
	
	Target class: NLOS
	Target class: LOS
	Precision

	Output class: NLOS
	70120
	45
	99.94%

	Output class: LOS
	9
	1539
	99.42%

	Recall
	99.99%
	97.16%
	Overall accuracy: 99.92%



Observation 3: AI/ML assisted positioning can provide high-fidelity intermediate estimates such as LOS/NLOS classification, which in turn can be used to derive final position estimate.
Proposal 5: Capture the presented evaluation results in the TR to highlight that AI/ML assisted positioning can provide high-fidelity intermediate estimates such as LOS/NLOS classification.


	· Xiaomi (R1-2206639)

Table 16 Positioning error for typical percentiles for AI-based ToA predication
	
	Training data set
	Test data set
	50%
	67%
	80%
	90%

	Case 1
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	0.2914
	0.3991
	0.5228
	0.6778

	Case 2
	
	{40%, 2m, 2m }
	3.4631
	4.5923
	5.8269
	7.1173

	Case 3
	{40%, 2m, 2m}
	{60%, 6m, 2m}
	0.7145
	0.9397
	1.1901
	1.5413

	Case 4
	
	{40%, 2m, 2m }
	0.4274
	0.5522
	0.6854
	0.8533

	Case 5
	mix of {60%, 6m, 2m} and {40%, 2m, 2m}
	{60%, 6m, 2m}
	0.2875
	0.4092
	0.5382
	0.6867

	Case 6
	
	{40%, 2m, 2m }
	0.3420
	0.4906
	0.6357
	0.7974



Observation 1: 
-	AI-based solution could greatly improve the positioning accuracy performance for both finger rinting and AI-based ToA prediction
-	The positioning error is less than 1m for both finger printing and AI-based ToA prediction
Observation 2:
-	The finger printing outperforms the AI-based ToA predication solution sligntly

Table 17   Computation in the AI model size and the computation complexity
	Solution
	Input options 
	AI model size(Bytes)
	Computation complexity (FLOPs)

	Finger printing

	Option 1
	52.81M
	5.76G

	
	Option 2
	4.95M
	539.95M

	AI-based ToA predication
	Option 1
	52.81M
	5.76G

	
	Option 2
	4.95M
	539.94M





	· Nokia (R1-2206972)

[image: ]    [image: ]  [image: ]
a: Benchmark two-step positioning      	   	b: ML two-step positioning       	   	        c: ML one-step positioning

Exemplary results, InF-DH with clutter parameters {40%, 2m, 2m}:
Table 3: Horizontal positioning error in Scenario 1 for random selection of training and test data
	Positioning Error (m)
	ML one-step
	ML two-step
	Peak detection (benchmark scheme)

	Mean
	3.90
	9.39
	9.62

	80th%
	5.63
	9.95
	10.74

	90th%
	7.24
	12.94
	15.31

	95th%
	8.99
	16.97
	21.04



Table 7: Computational complexity, model complexity and training dataset size.
	
	Two-Step Positioning
	One-Step Positioning

	Model complexity (parameter size)
	3 K
	1.9M

	#FLOPs
	200 K
	19.2M

	Dataset size
	10k+
	10k+





	· InterDigital (R1-2207094)

Table 5 Conventional positioning method using estimated measurements : FLOP, RSTD NMSE, horizontal accuracy
	
Simulation cases

	Complexity (FLOP)
	RSTD NMSE
(1016  m) 
	
50% ile
	
67% ile
	
80% ile
	
90 %ile

	Case 7: DL-TDOA with actual RSTD measurements
	N.A. 
	N.A. 
	2.0004    
	4.3218    
	8.2266   
	11.8934

	Case 8: DL-AoD 
	N.A.
	N.A.
	9.6731   
	12.8102   
	16.4264   
	37.1792

	Case 9: DL-TDOA with estimated RSTD measurements(M5)
	12.61 M
	0.0409
	5.7499    
	8.7265   
	12.1417   
	16.0340

	Case 10: DL-TDOA with estimated RSTD measurements(M6)
	11.42 M 
	0.0445
	5.4290    
	7.6270   
	12.3024   
	15.6817



Observation 5: Positioning based on predicted RSTD measurements yields significantly higher positioning accuracy than DL-AoD positioning technique. 
Proposal 3: Study further whether AI/ML assisted positioning can be used to estimate observable measurements or unobservable measurements. 

	· Fraunhofer (R1-2207123)
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The results show that especially for critical LOS conditions (“OLOS”) with low  ML based ToA estimator provide a high gain.  


[bookmark: _Ref111150291][bookmark: _Ref111150281]Figure 6: ToA performance with ML-Magnitude, ML-IQ and a classical approach in an early cluster (a) light, (b) moderate, (c) heavy scenarios

Observation 5: 	AI/ML assisted ToA measurement can provide a significant gain especially for critical LOS conditions. Even for very weak first arriving paths can be detected with a measurement error in the range of 1m. 
Observation 6:  	Using the complex valued CIR (I and Q value or magnitude and phase) as input to the AI/ML assisted ToA measurements outperforms the measurements using the magnitude only. 


	· Qualcomm (R1-2207228)
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Figure 15. CDF of horizontal positioning error for likelihood fusion and classical schemes (InF-DH layout).
Observation7: The ML-assisted likelihood fusion method generalizes well across inter-site changes with homogeneous clutter settings.
Observation8: Training on a mix of clutter settings achieves good accuracy in each setting without the overhead of model switching, while training a separate model for each setting provides better accuracy. 
· The 90th percentile error increases from 5.10 m to 7.34 m when testing on (60%, 6m, 2m) clutter, and
· from 0.53 m to 0.91 m when testing on (40%, 2m, 2m) clutter 
Observation9: The ML-assisted likelihood fusion method generalizes well across intra-site changes.





1st round discussion
It has been observed by companies that AI/ML assisted positioning is more suitable to an environment with moderate NLOS condition. Thus the following is proposed.

Proposal 7.2-1
For evaluation of AI/ML assisted positioning, the deployment scenario includes at least InF-DH with clutter parameter {40%, 2m, 2m}.

	
	Company

	Support
	

	Not support
	



	Company
	Comments

	vivo
	Again, in last meeting, agreements on evaluation assumptions were already made. We don’t think this proposal is needed.
Furthermore, it’s not clear to us why we need to pick some different set-up for different positioning methods.

	Fujitsu
	We do not see the point for limiting the clutter parameter to 422, the indirect positioning methods contains measurement enhancement and LOS/NLOS indication which need to be valid under heavy NLOS such as 662 as well. Besides, what is the concern to evaluate 662 for direct and 422 for indirect, both 422 and 662 datasets generated by simulation can be reused for different positioning methods.

	CAICT
	Same view as vivo.

	CATT
	We prefer to keep InF-DH deployment scenario with {60%, 6m, 2m}. 
Same view as direct AI/ML positioning. Maybe the proposal can be updated as:
For evaluation of AI/ML assisted positioning is supported and the deployment scenario includes at least InF-DH with clutter parameter {40%, 2m, 2m}{60%, 6m, 2m}.

	ZTE
	Similar view with vivo.

	OPPO
	Share similar view with vivo. Agreements on evaluation assumptions were already made in last meeting.

	Apple
	Same understanding as Vivo

	Nokia/NSB
	We agree with vivo, and think that this proposal has already been agreed.

	Samsung
	Similar view with vivo.




Based on evaluation results submitted, AI/ML assisted positioning is observed to have better robustness to environment change. Thus, the following is proposed.  For inter-site variations, RAN1 should further discuss exactly how to model it, e.g., changing random seeds without changing clutter parameter; or changing clutter parameter without changing other simulation assumptions.

Proposal 7.2-2
For evaluation of AI/ML assisted positioning, the model generalization capability is investigated. The ML model is expected to be trained to handle both intra-site variations (e.g., moving objects) and inter-site variations.
· RAN1 discuss how to model inter-site variations.

	
	Company

	Support
	

	Not support
	



	Company
	Comments

	vivo
	It’s not clear what the intention of this proposal is. 
1. Both direct AI/ML and AI/ML assisted positioning are proposed to be evaluated. Model generalization is also proposed to be investigated. 
2. We don’t see agree with “The ML model is expected to be trained to handle both intra-site variations (e.g., moving objects) and inter-site variations.” This is speculation before the study. If the intention is to capture observation based on evaluation results, we think this could be discussed when all results are ready.

	CATT
	For generalization, we prefer to discuss details until getting more simulation results from companies.

	QC
	Similar comment as above. We should study Type2 and Type3 generalizations.

	ZTE
	This proposal should be discussed in section 4.2, which is related to the evaluation of model generalization.

	HW/HiSi
	In InF scenario, there is only one sector in one site, so we are wondering what “intra-site” means in this case and how it is distinguished from “inter-site”? 
We think the intention of this proposal is not clear and it can cause a lot of efforts that divert us from the real goal of the discussion to evaluate the capability of the AI model under various conditions. 
For generalization, it would be straight forward to spell out what should be investigated, like discussed in Proposal 4.2.2-1 and Question 4.2.2-2.
In our paper we have also proposed concrete test scenarios that think this would not cause much subsequent discussion and could be easier to decide upon:
Proposal 7: For evaluation of AI/ML-based positioning, RAN1 should formulate the methodology for evaluating the model generalization, and the following dimensions are proposed to be considered as the baseline:
•	Dimension 1: various inference dataset from different drops under the same channel parameters;
•	Dimension 2: various inference dataset from different channel parameters, including at least {60%, 6m, 2m} and {40%, 2m, 2m} under InF-DH scenario;
•	Dimension 3: various inference dataset with non-ideal assumptions, including the network synchronization error and the UE Tx/Rx timing error

	Nokia/NSB
	We are supportive of this proposal, please also refer to our proposed change in Proposal 6.2-2. Perhaps it makes sense to combine both proposals into a single proposal.

	Samsung 
	Share the same question with vivo.



Based on the evaluation results submitted to RAN1#110, 8 out of 12 companies used CIR as model input. Thus the following is proposed.
Proposal 7.2-3
For evaluation of AI/ML assisted positioning, as a baseline, CIR is used as model input.

	
	Company

	Support
	Fujitsu, CAICT, CATT, OPPO, Samsung,

	Not support
	QC, ZTE, Nokia/NSB



	Company
	Comments

	QC
	We do not see a need to restrict the input for baseline

	ZTE
	In current specification, UE/TRP can only report path timings and path RSRPs, so the CIR is not supported. In our view, the baseline should be the measurements that are already supported in spec. We prefer to start from path timing(s) and path RSRP(s) as model input.

	Nokia/NSB
	Similar views as mentioned in Sec. 6.2.



Based on the evaluation results submitted to RAN1#110, 7 out of 12 companies studied model output of LOS/NLOS identification. Some used binary value output, others used soft value output (i.e., probabilities). Thus the following is proposed.

Proposal 7.2-4
For evaluation of AI/ML assisted positioning, one type of model output is LOS/NLOS identification.

	
	Company

	Support
	InterDigital, CAICT, LG, CATT, ZTE, HW/HiSi, Samsung,

	Not support
	



	Company
	Comments

	Fujitsu
	It is OK to have one type of model output as LOS/NLOS identification, but it seems not necessary to be deliberately written in a proposal. The output of the model should be left for free.

	QC
	We do not see a strong need to discuss output types. We see this as an observation rather than a proposal. 

	Nokia/NSB
	We think proposal 7.2-4 and 7.2-5 can be combined into one proposal. However, the important aspect is to report and compare the KPIs related to intermediate features/model outputs.




Based on the evaluation results submitted to RAN1#110, 8 out of 12 companies studied model output of timing information that are useful for positioning, either ToA (time of arrival) or RSTD (i.e., time difference). Thus the following is proposed.
Proposal 7.2-5
For evaluation of AI/ML assisted positioning, one type of model output is timing information (e.g., ToA, RSTD).

	
	Company

	Support
	Fujitsu, InterDigital, CAICT, CATT, OPPO, Samsung,

	Not support
	



	Company
	Comments

	Fujitsu
	It is OK to have one type of model output as timing information, but it seems not necessary to be deliberately written in a proposal. The output of the model should be left for free.

	QC
	We do not see a strong need to discuss output types. We see this as an observation rather than a proposal. 

	ZTE
	Prefer to start from RSTD that is already supported in current specification and has a clear definition.

	Nokia/NSB
	As mentioned above, we think proposal 7.2-4 and 7.2-5 can be combined into one proposal. In our opinion, it is important to agree on relevant KPI to evaluate the performance of these model outputs and their impact on final horizontal positioning accuracy metric.



For evaluation of AI/ML assisted positioning, RAN1 should discuss and decide on a common template to capture evaluation results from different companies. This is useful for sharing results among companies, and also useful for TR description in the end. 
Discussion 7.2-6
Please share your thoughts on how to define a common template for capturing evaluation results for AI/ML assisted positioning. As a starting point, the following is provided for your consideration:
· Basic performance (i.e., training dataset and testing dataset are drawn from the same environment)
· Model input: input type, input size
· Model output: output type, output size
· Model description (e.g., CNN, ResNet)
· Which side the model is deployed, UE side or network side
· Key simulation parameters, e.g., clutter parameter
· Dataset size, including the size of training dataset and test dataset
· Ground truth label
· AI/ML complexity: Model complexity and computation complexity
· How the AI/ML model output is used to obtain the UE’s location
· Intermediate KPI on model output
· Horizontal positioning accuracy at CDF=90%, including the comparison to a conventional non-ML method
· Model generalization investigation
· Description of {Training dataset, test dataset} pair, e.g., training dataset from Drop 1, test dataset from Drop 2
· Horizontal positioning accuracy at CDF=90%, as compared to the basic performance above


	Company
	Comments

	Fujitsu
	We propose to have agreed limited options for each item for companies to choose rather than report freely, e.g., “UE side or network side”, some companies may consider both gNB and LMF as network side. And for “Model description (e.g., CNN, ResNet)”, actually ResNet structure also contains multiple CNNs so it may cause confusion.



2nd round discussion
Proposal 7.2-4 and Proposal 7.2-5 are widely supported by companies. For better understanding, the two proposals are combined into one below. It is also clarified that the two types of model output can be used alone or together.
Proposal 7.3-1
For evaluation of AI/ML assisted positioning, one type of model output is LOS/NLOS identification, another type of model output is timing information (e.g., ToA, RSTD). A model may generate one of the two types of output; or generate both types of output.

	
	Company

	Support
	NVIDIA, Fujitsu, OPPO, Apple, CATT, HW/HiSi, Nokia/NSB

	Not support
	Qualcomm



	Company
	Comments

	ZTE
	Ok for progress. Note that we don’t have clear definition of TOA in current specification.

	Qualcomm
	It is not clear what the intention and benefit of this proposal. We do not see a need to restrict the type of outputs for AI/ML assisted positioning. There are other output types not included in this proposal such as multipath timing, RX-TX time difference, angle information, RSRP, RSRPP, likelihood of measurement (e.g., distribution of timing or angle measurements), etc.

	Nokia/NSB
	We support this proposal. In our opinion, it is important to agree on relevant KPI to evaluate the performance of these model outputs and their impact on final horizontal positioning accuracy metric.



Regarding the template for reporting evaluation results for AI/ML assisted positioning, the following is proposed. Since the following is the same between direct AI/ML positioning and AI/ML assisted positioning, the same table can be used for both. Note that, the following is different from Discussion 7.2-6:
· “How the AI/ML model output is used to obtain the UE’s location” is left out, since it’s hard to fit into a table. Companies are expected to describe it in separate text.
· “Intermediate KPI on model output” is left out, since this is pending further discussion. 
· “Model generalization investigation” is left out, since this is pending further discussion.
Proposal 7.3-2
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is used by companies to report the evaluation results.
	Model input
	Model output
	Model description
	Which side the model is deployed
	Clutter param
	Dataset size
	Ground truth label
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90%

	
	
	
	
	
	
	
	
	




	
	Company

	Support
	Fujitsu, OPPO, Qualcomm, Nokia/NSB

	Not support
	



	Company
	Comments

	Fujitsu
	The basic structure is OK, if only fundamental evaluation (no model generalization) is required. 

	Xiaomi
	Generally we are OK to report the information in the table. And we want to further clarify the following point
· Is there any guidance for the model description. For example, companies are only required report the type of AI model or report the detailed model structure 
· What’s the “AI/ML complexity” referring to? Is it the computation complexity or the AI/ML model complexity or both. 

	ZTE
	OK in general. We propose following changes:
Model input (i.e., input type and size)
Model output (i.e., output type and size)
InF channel type (InF-DH or other InF channels)
UE distribution type( uniform distribution or grid based distribution)
Number of training data used for model training
Baseline scheme(i.e., training dataset and test dataset are in the same drop) or model generalization scheme(if applied)

	CATT
	Generally OK. We suggest giving some examples for each column so that companies can align the context of reporting.

	Qualcomm
	We suggest adding an additional column for comments.

	HW/HiSi
	Fine in principle. But we think that Fujitsu has a point when they bring up generalization. In a second step, whether/how generalization has been taken into account could then also be included.
Adding a line for comments as QC suggests is also useful.

	Nokia/NSB
	We support this proposal, and agree with Fujitsu that model generalization could be included at a later stage as part of evaluation result reporting. Perhaps, we first need to agree on the metrics/KPI for model generalization.




Offline discussion
Proposal 7.3.1-1
For evaluation of AI/ML assisted positioning, one type of model output is LOS/NLOS identification, another type of model output is timing information (e.g., ToA, RSTD). A model may generate one of the two types of output; or generate both types of output.
· Other types of model output are not precluded.

Proposal 7.3.1-2
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is used by companies to report the evaluation results.
	Model input
	Model output
	Model description
	Which side the model is deployed
	Clutter param
	Dataset size
	Ground truth label
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90%

	
	
	
	
	
	
	
	
	




Note (take into account ZTE input):
· Model input: input type and size
· Model output: output type and size
· Model description (e.g., CNN, ResNet)
· InF channel type: InF-DH or other InF channels
· UE distribution type: uniform distribution or grid based distribution
· Dataset size, including the size of training dataset and test dataset
· Baseline scheme (i.e., training dataset and test dataset are in the same drop) or model generalization scheme(if applied)

3rd round discussion
Proposals 7.3.1-1 and 7.3.1-2 have been recommended for 2nd online discussion, but no time was given. They are provided below for further checking and confirmation.
Regarding Proposal 7.3.2-1, it is noted that the sub-bullet is added to address QC concern that other types of model output can still be used by interested companies. The goal is not to restrict model output; the goal is to align evaluations among companies and have easier cross-check.
Proposal 7.3.2-1
For evaluation of AI/ML assisted positioning, one type of model output is LOS/NLOS identification, another type of model output is timing information (e.g., ToA, RSTD). A model may generate one type of output only; or generate both types of output.
· Other types of model output are not precluded.
	
	Company

	Support
	Nokia/NSB,CMCC, Fujitsu

	Not support
	Qualcomm



	Company
	Comments

	Nokia/NSB
	We support this proposal. In our opinion, it is important to agree on relevant KPI to evaluate the performance of these model outputs and their impact on final horizontal positioning accuracy metric. This could be considered at a later stage as well.

	Fujitsu
	We are fine with this proposal.

	Qualcomm
	The Moderator indicated that the intention of this proposal was not to restrict model output but to help align evaluations among companies. We acknowledge many companies submitted results with LOS/NLOS identification or ToA/TDoA. However, one of the goals of the evaluation should be to explore all potential outputs that enable positioning enhancement and evaluate their relative gains. Hence, we do not support restricting the evaluation of AI/ML assisted positioning to a specific type of output. 




Regarding the table template for reporting evaluation results, the revised proposal is shown below. Changes are:
· “Which side the model is deployed” is moved outside the table, to save space in the table.
· “Model description” is moved outside the table, to save space in the table.
· Considering the progress made on generalization, added “Model generalization investigation” as reported info.
· Considering the progress made on ground truth label, “Label” column is added.


Proposal 7.3-2
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is used by companies to report the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description] 
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computation complexity
	Non-AI/ML
	AI/ML

	
	
	
	
	
	
	
	
	
	



Companies are expected to report the following in table caption: 
· Which side the model is deployed
· Model generalization investigation, if applied
· Short model description: e.g., CNN
Further info for the columns:
· Model input: input type and size
· Model output: output type and size
· Label: meaning of ground truth label; percentage of training data set without label if data labeling issue is investigated (default = 0%)
· Clutter parameter: e.g., {60%, 6m, 2m}
· Dataset size, both the size of training dataset and the size of test dataset
· AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
· Horizontal positioning accuracy: include both accuracy (in meters) of the conventional non-AI/ML method, and the accuracy (in meters) of the AI/ML based method

	
	Company

	Support
	Nokia/NSB, Fujitsu

	Not support
	



	Company
	Comments

	Nokia/NSB
	We would propose a minor change of “Computation complexity” to “Computational complexity”



4th round discussion
For model output of AI/ML assisted positioning, some companies are still interested in capturing it. Thus, the text is updated to formulate an observation.
Observation
For evaluation of AI/ML assisted positioning, majority evaluation results submitted to RAN1#110 used LOS/NLOS identification as one type of model output, and used timing information (e.g., ToA, RSTD) as another type of model output. 

Offline Discussion


Proposals for online discussion
1st round proposals for online discussion
Proposal 3.2.1-1
For AI/ML-based positioning, both approaches below are studied by RAN1, and the evaluation results of both are expected to be captured in TR38.843:
· Direct AI/ML positioning
· AI/ML assisted positioning

Proposal 3.4.1-1
For AI/ML-based positioning, companies are encouraged to study impact from implementation imperfections, including:
· Network synchronization error
· UE/gNB RX and TX timing error
· UE clock drift

Proposal 4.1.2-1
For evaluation of AI/ML based positioning, the model complexity is reported via the metric of “number of model parameters”. 
Proposal 4.2.2-3
To investigate the model generalization capability for AI/ML based positioning, impact of clutter parameters is evaluated, in addition to the baseline performance (i.e., training dataset and test dataset are from the same simulation drop):
· Training dataset from scenario with one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from scenario with a different clutter parameter (e.g., {60%, 6m, 2m}). 
· Note: other simulation parameters are held constant.

Proposal 5.2-1
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
· Percentage of training data without label, if incomplete labeling is considered in the evaluation
· Imperfection of the ground truth labels, if any

Combined Proposal 7.2-4 and Proposal 7.2-5
For evaluation of AI/ML assisted positioning, one type of model output is LOS/NLOS identification, another type of model output is timing information (e.g., ToA, RSTD).
	Proposal 7.2-4
For evaluation of AI/ML assisted positioning, one type of model output is LOS/NLOS identification.
Proposal 7.2-5
For evaluation of AI/ML assisted positioning, one type of model output is timing information (e.g., ToA, RSTD).



2nd round proposals for online discussion
Proposal 4.2.3-1
To investigate the model generalization capability, at least the following aspect(s) are considered for AI/ML based positioning:
(a) Different drops
· Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
(b) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
(c) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
· Other aspects are not excluded.
· It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.

Proposal 5.2-1
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
· Percentage of training data without label, if incomplete labeling is considered in the evaluation
· Imperfection of the ground truth labels, if any

Proposal 5.3-1
For evaluation of AI/ML based positioning, study the impact from availability of the ground truth labels (i.e., some training data may not have ground truth labels). The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.
· Supervised learning is the starting point

Proposal 7.3.1-1
For evaluation of AI/ML assisted positioning, one type of model output is LOS/NLOS identification, another type of model output is timing information (e.g., ToA, RSTD). A model may generate one type of output only; or generate both types of output.
· Other types of model output are not precluded.

Proposal 7.3.1-2
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is used by companies to report the evaluation results.
	Model input
	Model output
	Model description
	Which side the model is deployed
	Clutter param
	Dataset size
	Ground truth label
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90%

	
	
	
	
	
	
	
	
	



Note:
· Model input: input type and size
· Model output: output type and size
· Model description (e.g., CNN)
· Clutter parameter (e.g., {60%, 6m, 2m})
· Dataset size, both the size of training dataset and the size of test dataset
· AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
· Horizontal positioning accuracy: include both accuracy (in meters) of the AI/ML based method, and the accuracy (in meters) of the conventional non-AI/ML method

3rd round proposals for online discussion
Proposal 3.3.3-1 
For AI/ML-based positioning, RAN1 evaluate the performance of model update. Participating companies report at least the following: 
· training dataset setting (e.g., training dataset size necessary for performing model update), 
· horizontal positioning accuracy (in meters) before and after model update.


Proposal 7.3-2
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is used by companies to report the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description] 
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	Non-AI/ML
	AI/ML

	
	
	
	
	
	
	
	
	
	



Companies are expected to report the following in table caption: 
· Which side the model is deployed
· Model generalization investigation, if applied
· Short model description: e.g., CNN
Further info for the columns:
· Model input: input type and size
· Model output: output type and size
· Label: meaning of ground truth label; percentage of training data set without label if data labeling issue is investigated (default = 0%)
· Clutter parameter: e.g., {60%, 6m, 2m}
· Dataset size, both the size of training dataset and the size of test dataset
· AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
· Horizontal positioning accuracy: include both accuracy (in meters) of the conventional non-AI/ML method, and the accuracy (in meters) of the AI/ML based method

Proposal 7.3.2-1
For evaluation of AI/ML assisted positioning, one type of model output is LOS/NLOS identification, another type of model output is timing information (e.g., ToA, RSTD). A model may generate one type of output only; or generate both types of output.
· Other types of model output are not precluded.

4th round proposals for online discussion

Proposal 4.3.2-1
For evaluation of AI/ML assisted positioning, an intermediate performance metric of model output is reported.
· FFS: Detailed definition of the intermediate performance metric of the model output

Proposal 4.2.4-1
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(d) UE/gNB RX and TX timing error. 
· The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).

Proposal 4.2.4-3
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(e) InF scenarios, e.g., training dataset from one InF scenario (e.g., InF-DH), test dataset from a different InF scenario (e.g., InF-HH)


Selected agreements made at RAN1#110

AI 9.2.1
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) updated trained in (near) real-time with the arrival of new training samples in (near) real-time. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

AI 9.2.2.1
Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

AI 9.2.3.2
Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded

Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact

Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.

Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded

AI 9.2.4.1
Agreement
For AI/ML-based positioning, both approaches below are studied and evaluated by RAN1:
· Direct AI/ML positioning
· AI/ML assisted positioning

Agreement
For AI/ML-based positioning, study impact from implementation imperfections.

Agreement
For evaluation of AI/ML based positioning, the model complexity is reported via the metric of “number of model parameters”. 

Agreement
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
1. Different drops
1. Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
1. Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
1. Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
· Other aspects are not excluded.
Note: It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.

Agreement
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
· Percentage of training data without label, if incomplete labeling is considered in the evaluation
· Imperfection of the ground truth labels, if any

Agreement
For evaluation of AI/ML based positioning, study the performance impact from availability of the ground truth labels (i.e., some training data may not have ground truth labels). The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.

Agreement
For AI/ML-based positioning, for evaluation of the potential performance benefits of model finetuning, report at least the following: 
· training dataset setting (e.g., training dataset size necessary for performing model finetuning)
· horizontal positioning accuracy (in meters) before and after model finetuning.


Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is adopted for reporting the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description] 
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	
	
	
	
	
	
	
	
	



To report the following in table caption: 
· Which side the model is deployed
· Model generalization investigation, if applied
· Short model description: e.g., CNN
Further info for the columns:
· Model input: input type and size
· Model output: output type and size
· Label: meaning of ground truth label; percentage of training data set without label if data labeling issue is investigated (default = 0%)
· Clutter parameter: e.g., {60%, 6m, 2m}
· Dataset size, both the size of training/validation dataset and the size of test dataset
· AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
· Horizontal positioning accuracy: the accuracy (in meters) of the AI/ML based method
Note: To report other simulation assumptions, if any.



AI 9.2.4.2

Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.

Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded


Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 







Conclusion
TBD
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[bookmark: _Ref109630790]Appendix A. Selected Agreements from RAN1#109e

In RAN1#109e meeting for the AI PHY SI, the following agreements were made for AI 9.2.4.1 (Evaluation on AI/ML for positioning accuracy enhancement).
	Agreement
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 

Agreement
For evaluation of AI/ML based positioning, at least the InF-DH sub-scenario is prioritized in the InF deployment scenario for FR1 and FR2.

Agreement
For InF-DH channel, the prioritized clutter parameters {density, height, size} are:
· {60%, 6m, 2m};
· {40%, 2m, 2m}. 
· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.

Agreement
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.

Agreement
For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1 as shown in the table below.
· The parameters in the table are applicable to InF-DH at least. If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in the table below may be updated.

Agreement
For AI/ML-based positioning evaluation, the baseline performance to compare against is that of existing Rel-16/Rel-17 positioning methods.
· As a starting point, each participating company report the specific existing positioning method (e.g., DL-TDOA, Multi-RTT) used as comparison.

Agreement
For all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy.
· Companies can optionally report vertical accuracy.

Agreement
The CDF percentiles to analyse are: {50%, 67%, 80%, 90%}.
· 90% is the baseline. {50%, 67% 80%} are optional.

Agreement
Target positioning requirements for horizonal accuracy and vertical accuracy are not defined for AI/ML-based positioning evaluation.

Agreement
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity

Agreement
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.

Agreement
The dataset is generated by a system level simulator based on 3GPP simulation methodology.

Agreement
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.

Agreement
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.

Agreement
The entry “UE horizontal drop procedure” in the simulation parameter table for InF is updated to the following.
	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.
- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull.


 
Agreement
The entries “UE antenna height” and “gNB antenna height” in the simulation parameter table for InF is updated to the following.
	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2= for scenario 2 (InF-DH) 

	…
	…

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,), 8}.


 
Agreement
If spatial consistency is enabled for the evaluation, companies model at least one of: large scale parameters, small scale parameters and absolute time of arrival, where
· the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  for InF (Section 7.6.3.1 of TR 38.901)
· the small scale parameters are according to Section 7.6.3.1 of TR 38.901
· the absolute time of arrival is according to Section 7.6.9 of TR 38.901
 
Agreement
If spatial consistency is enabled for the evaluation of AI/ML based positioning, the baseline evaluation does not incorporate spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).
-         It is optional to implement spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).
 
Agreement
For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.
· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)

Agreement
Companies are encouraged to provide evaluation results for:
· Direct AI/ML positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· AI/ML assisted positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· details of the output of the AI/ML model inference, how the AI/ML model output is used to obtain the UE’s location

Agreement
When reporting evaluation results with direct AI/ML positioning and/or AI/ML assisted positioning, proponent company is expected to describe if a one-sided model or a two-sided model is used.
· If one-sided model (i.e., UE-side model or network-side model), the proponent company report which side the model inference is performed (e.g. UE, network), and any details specific to the side that performs the AI/ML model inference.
· If two-sided model, the proponent company report which side (e.g., UE, network) performs the first part of interference, and which side (e.g., network, UE) performs the remaining part of the inference.
 
Agreement
For evaluation of AI/ML based positioning, the computational complexity can be reported via the metric of floating point operations (FLOPs).
· Note: For AI/ML assisted methods, computational complexity for the AI/ML model is only one component of the overall complexity for estimating the UE’s location.
· Note: Other metrics to measure the computational complexity are not precluded.
 
Agreement
For evaluation of AI/ML based positioning, details of the training dataset generation are to be reported by proponent company. The report may include (in addition to other selected settings, if applicable):
· The size of training dataset, for example, the total number of UEs in the evaluation area for generating training dataset;
· The distribution of UE location for generating the training dataset may be one of the following:
· Option 1: grid distribution, i.e., one training data is collected at the center of one small square grid, where, for example, the width of the square grid can be 0.25/0.5/1.0 m.
· Option 2: uniform distribution, i.e., the UE location is randomly and uniformly distributed in the evaluation area. 





The following agreements were made for AI 9.2.4.2 (Other aspects on AI/ML for positioning accuracy enhancement).
	Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1
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