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Introduction
In RAN#94e, the new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. This is the first AI/ML study for 3GPP RAN1, and the intention is to explore the 3GPP framework for adopting AI/ML in the air interface. The study needs to investigate AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, life cycle management, etc. The investigation should also consider aspects such as performance, robustness, complexity, and potential specification impact.
One use case identified for the pilot study is CSI feedback enhancement [1]:
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels



In this contribution, the evaluation of the CSI use case and relevant sub use cases will be discussed. 

Remaining issues on evaluation methodologies
From the RAN1#109e meeting, we have identified the following leftover discussions and remaining issues that need to be settled to complete the evaluation methodologies (EVM) for the study item. 
Traffic model
The discussion is mainly on whether full buffer results can be used in the evaluations. It needs to be kept in mind that this enhancement is primarily targeting MU-MIMO operation; hence, whether realistic traffic or unrealistic full buffer traffic is assumed makes a large difference on the assessment of the benefits. The full buffer traffic model was abandoned several years ago in RAN1 MIMO evaluations, and we don’t see why it needs to come back. It is unrealistic and derived results are meaningless, except for calibration purpose or to get quick, initial results. Hence, we propose the following:
[bookmark: _Toc111218980]FTP model 1 with packet size 0.5 Mbytes is used as the baseline traffic model. Results derived from FTP traffic model 1 can be included in the TR 38.843 to make a preliminary assessment of the benefits of AI based CSI reporting. Other FTP models (incl. different packet sizes) can additionally be provided. Full buffer model results can be provided by companies for the purpose of calibration and/or comparing intermediate results, but such results cannot be used to make conclusions on the benefits of AI based CSI. 
Type-I codebook
There is an open issue as to whether Type I can be optionally considered -- at least for performance evaluation. In our view, Type-I can optionally be included in addition to the Type-II. 
Our motivation for optionally including Type I is that Type II has less gains over Type I for high UE speeds; indeed, the Type I can sometimes outperform the Type II codebook. When studying AI-based solutions, we believe it can be interesting to consider both Type I and II as relevant benchmarks. Type-I can be a baseline as well (optionally for the cases where it can be suspected that Type-I is better than Type-II), but one of the Type-II performances always needs to be reported.
[bookmark: _Toc111218981]Type I Codebook can be used as the baseline when it outperforms the Type-II baseline for an eventual KPI
UE speeds
We believe that the issue of degrading MU-MIMO performance as UE speed increases (even moderate increases) needs to be evaluated, especially when considering new AI-based CSI reporting schemes. We propose the following modification to the evaluation methodology. For example, it could be useful to assume all UEs have the same speed in an evaluation, to thoroughly assess the benefit of a ML models that performs prediction of CSI. 
Proposal 1 [bookmark: _Toc102121304][bookmark: _Toc102121556][bookmark: _Toc102121720][bookmark: _Toc102121744][bookmark: _Toc111218982]If the AI/ML model is trained to perform CSI prediction, then use a parameter sweep X=3,10,20,30 km/h where all UEs use the same speed X and all UEs are outdoor. 
[bookmark: _Ref111202555]Intermediate KPI
For the evaluation of the AI/ML based CSI feedback enhancement, there have been discussions and initial agreements on the use of an intermediate KPI  that does not require full system level simulations. The intention is to enable quick assessments of trained AI/ML model performances and simplify inter-company calibrations. 
[bookmark: _Ref111196910]The metric used to quantify the intermediate KPI should be tightly related to the loss function used for training the AI/ML model.
Hence, the loss function could be used as the intermediate KPI since the purpose of the loss function is to quantify the error between the UE’s channel (feature) estimate  and the gNB’s reconstructed output . Nevertheless, some metrics can require the UE AI and NW AI to compress and reconstruct aspects of the channel that are irrelevant for SU- or MU-MIMO performance, such as the channel subspace represented by the weakest singular vector. Using such loss functions may thus lead to unnecessary large uplink overhead as the CSI contains information that is not useful for the gNB’s scheduler.
The generalized cosine similarity (GCS)  intermediate was discussed in RAN1”109e [4]. It is defined for a single MIMO layer  by

where 
·  is the original/true/genie SVD precoding vector for layer  and subband  (that is, it is the right singular vector corresponding to the -th largest singular value of the channel  for subband ),
·  is the reconstructed precoding vector of the channel for subband  and for layer , and
·  is the number of subbands.

The squared generalized cosine similarity (SGCS) intermediate KPI was also discussed in RAN1#109e. It is defined for a single MIMO layer  by


The above intermediate KPIs are defined for single-layer MIMO transmissions. In RAN1#109e, it was left for future study how to extend these definitions to two or more MIMO layers. 
Some companies proposed to present KPI results for each layer independently. We support this proposal. Such per-layer analysis can provide insights into the performance of AI/ML-based solutions for different layers. We note, however, that companies will need to pre-process the data appropriately to, for example, filter out rank 1 channels when computing layer 4 KPIs. Companies will need to explain how this filtering is performed. 
It can be difficult to infer how per-layer intermediate KPIs (such as GSC and SGCS) translate to DL throughput. It is, therefore, useful to agree on an intermediate KPI that is a good proxy for DL throughput. Some companies proposed summing or averaging intermediate KPIs (GSC or SGCS) over multiple MIMO layers. However, we believe that the physical motivation for averaging raw GSC/SGCS over MIMO layers is not well justified. Indeed, such averaging would at least need to consider the relative strength and importance of different layers. An option here is to use a weighted mean of the GSC/SGCS over MIMO layers such as, for example, the following:
· Generalized Cosine Similarity Layer Mean (GCS_LM)

· Squared Generalized Cosine Similarity Layer Mean (SGCS_LM)

where  is the -th largest singular value (corresponding to the true/genie SVD precoding vector  for layer  and subband ). Note that the capital  in the subscript means to include all layers . 
However, the physical motivation for GCS, SGCS, GCS_LM and SGCS_LM is not well justified because they strongly depend on ordering the SVD precoding vectors “correctly”. For example, imagine SU-MIMO transmission over a channel with two distinct main clusters with approximately equal strength. The ordering of the precoding vectors for these clusters does not matter from a DL throughput perspective. However, the GCS and SGCS KPIs need to be applied in a layer-by-layer manner using the “correct” order. For example, single-layer transmission using the precoding vector for “wrong” cluster will result in almost the same throughput, but GSC, SGSC, GCS_LM, and SGCS_LM will report low values. Hence, this vector-swapping example illustrates a problem with the naïve (S)GCS-based metrics. 
As discussed in RAN1#109e [3], another approach is to take the reconstructed precoder for each layer and consider how well it translates to the received SNR at the UE. The physical motivation of such an intermediate KPI is that it correlates well with the overall objective of maximizing DL throughput (at least for the SU-MIMO case). Moreover, one can further normalized such an SNR-based KPI against the theoretically optimal SVD-based MIMO transmission. Hence, we propose the following intermediate KPI as a proxy for DL SU-MIMO throughput. 
The realized relative (RR SNR) for the first  MIMO layers (not including inter-layer interference and with equal power allocation for all layers) is defined as 

where 
·  is the number of subbands
·  is the number of layers
·  is the complex channel matrix for subband 
·  is the precoding vector (e.g., SVD-vector of AE output) for layer  and subband , 
·  is the -th largest singular value (corresponding to the true/genie SVD precoding vector  for layer  and subband ).

[bookmark: _Toc111218983]As an intermediate KPI, support the use of Realized Relative SNR as defined above
Note: Normalization by the optimal SVD transmission scheme is useful for the following reasons: 
1. It ensures that the RRSNR KPI ranges between 0 and 1, with equal weighting for strong and weak channels in dataset. 
2. It removes noise from the SNR KPI (under the idealized assumption that the noise covariance matrix over the receive-antenna ports is a scaled identity matrix). 
3. It naturally extends to multiple layers. 

We note that the RRSNR KPI can be viewed as a weighted SGCS, namely,

Further note that also here the capital  in the subscript means to include all layers . 
In the following evaluations, we compare the baseline Rel16 Type-II codebook (ParComb 6, details given in Section 4) with a trained AI/ML model using the abovementioned KPIs. Figure 1 and Figure 2 illustrate the CDFs of GCS and SGCS, respectively. The data for these curves was obtained by logging channel samples in a system level simulation that follows the EVM assumptions see Section 4.  The AI/ML model has a convolutional autoencoder (AE) architecture, and it was trained using the NMSE loss function on a certain channel subspace (see the Appendix).
[bookmark: _Ref111200573]As seen in Figure 1 and Figure 2, the AE does not reconstruct all layers with the same accuracy. This is likely due to that it was trained using the NMSE loss function, which is in line with Observation 1.
[image: ][image: ]
[bookmark: _Ref111200634]Figure 1: GCS for AE and Rel16 Type2 ParComb6

[image: ][image: ]
[bookmark: _Ref111200652]Figure 2: SGCS for AE and Rel16 Type2 ParComb6

Figure 3 shows the CDF curves for RRSNR. The AE (AI/ML model) consistently outperforms Type II, with largest gains for layers 1 and 2. Moreover, these gains are visible for high load points in the non-full buffer FTP1 evaluations presented in Section 4 (for high load points 1 and 2 layer transmissions are more important than 3 and 4 layer transmissions to maximize MU-MIMO gains). 
We also observe that the per-layer GCS and SGCS metrics indicate that Type II outperforms the AE for layers 3 and 4 (see Figure 1 and Figure 2). This, however, is a little misleading because layers 3 and 4 are not so important for DL MU-MIMO performance – the AE may be worse at reconstructing layers 3 and 4 accurately, but it does a better job at maximizing DL throughput (which is better reflected by the RRSNR KPI).
The RRSNR intermediate KPI provides a better proxy for MU-MIMO DL throughput performance than GCS, SGCS, GCS_LM, and SGCS_LM. 
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[bookmark: _Ref111200787]Figure 3: RRSNR for AE and Rel16 Type2 ParComb6

CDFs for GCS_LM and SGCS_LM are found in the appendix. They present a picture that is something between the GCS/SGCS CDFs and the RRSNR CDFs, but closer to the RRSNR. 

Evaluation methodology for AI/ML generalization performance
An agreement from previous meeting is:
	Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded



Two principles are raised by companies, including:
· Principle 1: The training data set is constructed by mixing data from different configurations/ scenarios
· Principle 2: Training set and testing data set are from different configurations/scenarios

We support the above two principles.
It is important to understand the generalizability of AI/ML based CSI reporting solutions. For example, do these solutions need to be trained and deployed to specifically target individual propagation environments, UE mobility patterns, antenna configurations, and system configurations? Such details are important inputs for future discussions on AI/ML model lifecycle management (LCM) functional frameworks. 
When reporting results, the proponents should describe the type of generalizability targeted by the experiment (e.g., generalize over difference sites/cells, carrier frequencies, antenna configurations, reference signal configurations). The proponents should explain how their training, validation, and testing procedure supports the claimed generalizability. 
The ability of the AI/ML model to generalize to varying assumptions on system configurations (such as bandwidth and carrier frequency) and gNB and UE implementations (such as subarray size, directional UE antennas) should be investigated. User throughput difference compared to UE speed X=3 km/h at UE speeds X=10,20,30 km/h if the AI/ML model is trained to perform CSI prediction.
Within the agreed simulation framework, some issues around AI/ML model generalizability can be studied by controlling pseudorandom number generator seeds for the deployment (e.g., UE locations and orientations), large scale fading (e.g., geometry, delay spreads, angular spreads), spatial correlation (e.g., LOS/NLOS and indoor/outdoor states) and spatial consistency [TR 38.901]. For example, spatial consistency seeds can be used to model a fixed propagation environment for a specific cell. We recognize that companies will have different solutions for pseudorandom number generation, and, therefore, it may be difficult to standardize common evaluation approaches. However, we encourage companies to report relevant details concerning pseudorandom number generation when studying AI/ML generalizability. 
We should strive to avoid experiments where the same dataset statistics are used for training, validation, and testing. This is particularly important to avoid overfitting, so that the evaluations provide some meaningful indication of AI/ML model generalizability. 
[bookmark: _Toc111218984]The dataset for AI model training should represent the large space of MIMO channels in cells where massive MIMO is likely to be deployed and where MU-MIMO is commonly used. 
Note that this is different from our usual evaluation assumptions in RAN1, Hence, RAN1 need to discuss and agree on representative mix of channel model parameters for training of ML algorithms. A starting point can be to create a reference dataset training mix using these parameters
· A mix of 32 and 16 port CSI-RS
· 32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 
· 16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
· A mix of Dense Urban (Macro only) and Urban Macro and Urban Micro
· A mix of 2 GHz and 4 GHz carrier frequencies using 15 and 30 kHz SCS respectively 
· A mix of 200m and 500m ISD
· A mix of Indoor users (3 km/h), outdoor users (3 km/h) and outdoor users (30 km/h)


[bookmark: _Ref178064866]On presenting results in this SI
High-level reproducibility principle
As detailed in the study item description [1] the primary purpose of detailed (sub) use case evaluation is twofold: 
· the evaluations should help build understanding between companies around the likely complexity and potential performance gains of AI/ML PHY enhancements, and 
· the evaluations should provide learnings on how 3GPP may conduct other AI/ML PHY projects in the future, including potential normative work in Release 19. 

It is essential that 3GPP ensures a high level of trust in reported experimental results documented in [TR 38.843]. Reported CSI AI/ML experiments should enable some level of reproduction and cross-checking between companies. When reporting results for documentation in [TR 38.843], the proponent should endeavour to provide sufficient detail about the AI/ML experiment (e.g., data generation, feature extraction, AI/ML model design, training, validation, and testing) so that the main conclusions of the experiment can be reproduced by persons skilled in AI/ML and 3GPP evaluations.
Principles for describing synthetic datasets
We acknowledge that it is not possible to perfectly align all simulation parameters and channel/scenario implementations. Therefore, companies will train, validate, and test AI/ML models on datasets that are not the same as those used by other companies. 
Unlike previous 3GPP projects, this study item requires the use of different synthetic datasets (e.g., different datasets for training, validation, and testing). For example, the following working terminology for AI/ML model validation and testing was agreed in RAN1#109e.
	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.


Companies will need to carefully report differences in training, validation, and testing dataset parameter sets to enable 3GPP to reach meaningful conclusions about AI/ML model performances, validity areas, generalizability, and LCM requirements. Such reporting should include information about pseudorandom number generator seeds when necessary.
[bookmark: _Toc111218985]When reporting results, the proponent should highlight important differences between their training, validation, and testing datasets. In principle, it should be possible for other companies to reproduce training, validation, and testing datasets with similar distributions.
Principles for describing AI/ML models
The study item aims to provide estimates of likely performance gains of AI/ML enhancements. It is not necessary for companies to share highly optimized, deployment/product ready proprietary AI/ML models. However, we believe that it is necessary for companies to share important details of AI/ML models used in their contributions to, for example, enable reproducibility and to build common understandings. To this end, we believe that the following is necessary:
· Share a high-level, academic-paper style, description of the AI/ML model architecture. Sufficient details should be provided so that person(s) skilled in AI/ML can reimplement the AI/ML model. 
· Describe important steps of data pre-processing and/or feature extraction. 
· Share loss functions (the overall objective function that was optimized). This can include, for example, regularization terms in the loss function.  
Optionally, companies can share useful hyperparameters including, for example, the learning rate, learning rate decay, mini-batch size, optimizer details (e.g., ADAM, Adagrad, RMSprop, momentum terms), and any training tricks (such as dropout regularization). The latter may, for example, be important when studying AI/ML model generalizability. 
[bookmark: _Toc111218986]To help enable reproducibility, companies are encouraged to report relevant information about the AI/ML model architecture (e.g., academic style paper), data pre- and post-processing, loss functions, and training procedures.

[bookmark: _Toc101969910][bookmark: _Toc101970000][bookmark: _Toc101970064][bookmark: _Toc101969912][bookmark: _Toc101970002][bookmark: _Toc101970066][bookmark: _Ref111200481]Initial performance evaluations of dual sided joint AI
We provide initial performance results for user throughput in non-full buffer simulations in this section. Details about the trained AI/ML model (a convolutional autoencoder (AE)) can be found in the appendix. 
For this example, the simulation parameters are defined in Table 1. Specifically, the gNB is equipped with a uniform planar array with  antenna ports transmitting over  subbands to UEs with  antenna port. According, the antenna-frequency domain ‘raw’ channel  have a dimension of  (). 
The general structure of the AE used in these initial evaluations is depicted in Figure 4.
[image: ]
[bookmark: _Ref101875058][bookmark: _Ref101514638]Figure 4: Illustration of dual-sided AI CSI reporting. Note that X does not represent the full MIMO channel H but a representation of it, where pre-processing extract the relevant features X of the channel (e.g. dominant singular vectors). Y is the output of the UE side autoencoder. 
The AE uses pre-processing based on domain knowledge, and in total reports  bits in UCI. More details about the preprocessing and AE can be found in the Appendix. 
The baseline against which the performance is compared is Rel16 Type-II, ParComb 6. In these simulations the feedback always contains 4 layers, and the scheduler uses that information to find a good MU-MIMO scheduling hypothesis. The overhead for the baseline feedback is 583 bits, excluding CQI. Thus, in these simulations the presented AE has about 20% overhead reduction.
Figure 5 shows the increase in cell-edge user throughput when using the presented AE for CSI compression, and Figure 6 shows the corresponding increase in mean user throughput.
[bookmark: _Ref111204130]Table 1 Used SLS parameters for initial evaluation for dual sided joint AI for CSI compression
	System-level simulation parameters

	Metric
	DL mean User and cell edge throughput

	Scenario
	Uma dense (200m ISD)

	Carrier frequency
	2 GHz 

	Bandwidth
	20 MHz (104 RBs)

	Subcarrier spacing
	15 kHz

	Channel model
	38.901

	Handover margin
	NA

	Traffic model
	Non full buffer 
· FTP1 with 0.5MB packets
· 2,000 UEs

	Deployment
	19 sites
3 sectors/site

	BS transmit power
	44 dBm (46 dbm for 5G UMa and 5G Rural)

	BS antenna height
	25 m 

	BS antenna configuration
	32 ports 
· (, , , , , , ) = (8, 8 ,2, 1, 1, 2, 8) 
· (, ) = (0.5, 0.8)


	UE antenna configuration
	4Rx 
· (, , , , , , ) = (1,2,2,1,1,2) 
· 0.5 element spacing, 
· omni-directional elements

	MIMO scheme
	MU-MIMO enabled / SLNR precoding

	Baseline CSI scheme
	Rel 16 Type-II codebook 
· ParComb 6
· R = 1 (number of PMI subbands per CQI)
· Subband size = 8 RBs

	UE distribution
	Indoor: 80% (50% Rural)

	UE speeds
	Indoor: 3 km/h. Outdoor: 30 km/h

	CSI reporting delay
	4 slots

	Maximum number of MU layers
	12

	Link adaptation
	Ideal

	MU-MIMO pairing
	Ideal



[image: ]
[bookmark: _Ref111201593][bookmark: _Ref111201500]Figure 5: Cell-edge user throughput gains compared to reference method

[image: ]
[bookmark: _Ref111201595][bookmark: _Ref111201501]Figure 6: Mean user throughput gains compared to reference method
Generalizability of the AE
Evaluation KPIs on trainings data and test data
To ensure that the AE is not overfitting the training data some of the KPIs discussed above are evaluated for both training data and test data. In this case the test data is from the same scenario, but from different seeds.
Figure 7 shows CDFs of the GCS intermediate KPI for each layer from 1 to 4 of the two-sided AI/ML model. As noticed above, since this two-sided AI/ML model is trained to minimize an NMSE it does not reconstruct each direction with equal accuracy. However, the performance on the test data, unseen in training, is (almost) the same as on the training data. Hence, the AE has not overfitted to the training data.
Figure 8 is analogous but for SGCS. The conclusions are analogous.
Figure 9 shows CDF curves for the RRSNR for the two-sided AI/ML model. Also here the performance on the test data is (almost) the same as on the training data.
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[bookmark: _Ref111201821]Figure 7: GCS on training and test data
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[bookmark: _Ref111201858]Figure 8: SGCS on training and test data
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[bookmark: _Ref111201906]Figure 9: RRSNR on training and test data

[bookmark: _Ref111205901]Throughput simulations for different scenarios
A better test of generalizability of the AE, is given by running similar simulations as above but with some parameters changed, that the AE has not seen in the training data. We test
· To change carrier frequency to 4 GHz (with 15 KHz SCS)
· Urban Macro scenario
· Urban Micro scenario
· Rural scenario (with 30 km/h for outdoor UEs).
The relative gain over baseline (for cell-edge user throughput and mean user throughput) is similar. Hence, we conclude that the AE generalizes well across synthetic 3GPP scenarios. Figure 10 and Figure 11 show gain over baseline for the 4 GHz case, in cell-edge and mean user throughput, respectively. The results are analogous for the other tests and the figures are found in the appendix.
The presented AE generalizes well over a set of simulation settings, in the sense that there is a stable gain over baseline.

[image: ]
[bookmark: _Ref111202176]Figure 10: Cell-edge user throughput gains compared to reference method at 4 GHz

[image: ]
[bookmark: _Ref111202179]Figure 11: Mean user throughput gains compared to reference method at 4 GHz

Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	FTP model 1 with packet size 0.5 Mbytes is used as the baseline traffic model. Results derived from FTP traffic model 1 can be included in the TR 38.843 to make a preliminary assessment of the benefits of AI based CSI reporting. Other FTP models (incl. different packet sizes) can additionally be provided. Full buffer model results can be provided by companies for the purpose of calibration and/or comparing intermediate results, but such results cannot be used to make conclusions on the benefits of AI based CSI.
Proposal 2	Type I Codebook can be used as the baseline when it outperforms the Type-II baseline for an eventual KPI
Proposal 3	If the AI/ML model is trained to perform CSI prediction, then use a parameter sweep X=3,10,20,30 km/h where all UEs use the same speed X and all UEs are outdoor.
Proposal 4	As an intermediate KPI, support the use of Realized Relative SNR as defined above
Proposal 5	The dataset for AI model training should represent the large space of MIMO channels in cells where massive MIMO is likely to be deployed and where MU-MIMO is commonly used.
Proposal 6	When reporting results, the proponent should highlight important differences between their training, validation, and testing datasets. In principle, it should be possible for other companies to reproduce training, validation, and testing datasets with similar distributions.
Proposal 7	To help enable reproducibility, companies are encouraged to report relevant information about the AI/ML model architecture (e.g., academic style paper), data pre- and post-processing, loss functions, and training procedures.
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Appendix
Convolutional autoencoder (AE) for CSI compression
The architecture of the trained convolutional autoencoder (AE) is show in Figure 12 and Figure 13. 
We use “Type II style” pre-processing to extract relevant features of the channel for the AE to compress and decompress. One can view the pre-processing step as a dimension reduction. Specifically, we select the  best spatial DFT beams (per polarization) of the channel (i.e.,  orthogonal DFT basis vectors per polarization), and  best delay taps (i.e.,  orthogonal DFT basis vectors). The result of this dimension reduction is a complex-float precision “beam-delay domain” tensor  containing the complex coefficients of the abovementioned basis vectors. The shape of this tensor is  (= ).
Note: The DFT basis of the spatial domain beams are include a 2D rotation of the oversampling pair (), where the oversampling factor in both horizontal and vertical domain are taken as (). Moreover, we use the same 8 DFT basis vectors for both polarizations.
The Type II pre-processing step is quite useful because it loses little relevant information for the MU-MIMO scheduler (see below), and it allows the AE to be rather agnostic to the system configuration (e.g., bandwidth) and antenna configurations. 
The float-precision complex-valued coefficients of these basis vectors are passed to the convolutional AE, which compresses them to a finite number of bits (see below).
The UE signals in the UCI the selected oversampling pair as () with  bits to the gNB. The  orthogonal DFT basis vectors per polarization for spatial beams and  orthogonal DFT basis vectors for delay-taps can be encoded using  bits, since same spatial beams are used for both polarizations. The beam-delay domain channel  is normalized and given as input to the AE, which generates a channel representation in latent space with 96 units, with compression or 0.0938. Each complex-valued latent space variable is encoded using  bits (2 bits each for the real and 2 imaginary components), generating  bits at the output of the encoder.
The total bits required is  bits.
The AE was trained to reconstruct the beam-delay channel  from the signaled 384 bits, using a normalized mean square error (NMSE) loss function.  From this reconstruction, we can estimate the full MIMO channel using the signaled SD and FD basis bits. The MU-MIMO scheduler in the simulations takes the full channel reconstruction as its input. 
The architecture of the AE used is depicted in Figure 12 and Figure 13. It is a convolutional AE with residual connections and a few dense layers, split into four branches. The branches are identical in terms of architecture, but may learn different parameters. On the encoder-side the input to one branch corresponds to the data from one of the four Rx-ports on the UE, and one the decoder side each branch is tasked with reconstructing the data corresponding to one UE Rx-port. The entire autoencoder has approximately 1.6 million trainable parameters and takes about 8 hours to train on a high-performance GPU.
The AE was trained to minimize the NMSE of the reconstructed channel in beam-delay domain. The training data set consists of ideal channel logs from scenarios like the one described in Table 1. The main differences being that those simulations were full-buffer, with no CSI delay (which doesn’t matter in this case of spatial-frequency (SF) domain compression) and outdoor UEs were moving at 3km/h. Those simulations used different pseudorandom number generator seeds to those used to validate and test the AE’s performance. 
In Figure 12 and Figure 13 only one of the branches are explicitly described, as the other three have identical architecture. A black box means a 2D convolution, with a dashed line it is with same padding and with solid line it is with valid padding, a blue box means a dense layer, a yellow box represents concatenation, and a green box is a 1D convolution with same padding, and the orange ovals is a residual connection realized through addition.

[image: ]
[bookmark: _Ref102125143]Figure 12: UE-side encoder
[image: ]
[bookmark: _Ref102125154]Figure 13: NW-side decoder

KPI plots for GCS_LM and SGCS_LM
Figure 14 shows CDFs for GCS_LM, and Figure 15 CDFs for SGCL. For context and definitions, see Section 2.4.
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[bookmark: _Ref111202493]Figure 14: GCS_LM for AE and Rel16 Type2 ParComb6
[image: ][image: ]
[bookmark: _Ref111202495]Figure 15: SGCS_LM for AE and Rel16 Type2 ParComb6

Throughput plots for different scenarios
The blow figures show gains over baseline in cell-edge user throughput and mean user throughput for a set of different scenarios. See Section 5.2 for context and definitions.
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Figure 16: Cell-edge user throughput gains compared to reference method in UMA
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Figure 17: Mean user throughput gains compared to reference method in UMA
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Figure 18: Cell-edge user throughput gains compared to reference method in UMI
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Figure 19: Mean user throughput gains compared to reference method in UMI
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Figure 20: Cell-edge user throughput gains compared to reference method in Rural
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Figure 21: Mean user throughput gains compared to reference method in Rural
Note: In the Rural scenario simulations, the baseline did not achieve 70% resource utilization and, therefore, those results are omitted. 
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