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Introduction
In the previous meeting, the following two sub use cases have been agreed for characterization and baseline performance evaluation:
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
In this contribution, we discuss some open issues on the above sub use cases and potential specification impacts. 
Discussion on sub use cases
BM-Case 1
For this use case, AI/ML is to predict the best beam(s) or other quantities such as RSRP from a first beam set (i.e. Set A) based on the measurements on a second beam set (i.e. Set B). Regarding the relation between two beam sets, the discussion in previous meeting leads to the following conclusion.
	Conclusion
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
· FFS: the number of beams in Set A and B
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: the number of beams in Set A and B
· FFS: QCL relation between beams in Set A and beams in Set B
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.



For Alt.1, one example would be the initial beam establishment. Instead of measuring all SSB beams (Set A), UE only measures a subset of SSB beams. Then the AI/ML model at UE determines the best SSB beam based on the partial beam set measurement. It is expected that the latency for initial beam establishment would be improved, as well as UE power saving.     
For Alt.2, as an example consider a set of SSB beams as Set B for the measurement and a set of CSI-RS beams as Set A for prediction. Based on the measurement results, AI/ML model at either UE or gNB predicts the optimal refined CSI-RS beam for the given UE. This will significant reduce UE measurement effort associating with measuring a large set of CSI-RS beams in order to find the strongest refined beam. At the same time, the RS overhead can be saved.    
Since both Alt 1 and Alt 2 are derived from concrete use cases where AI/ML could be beneficial, they can be studied with equal priority for BM-Case 1.
Observation 1: No need to down-select between Alt.1 (Set B is a subset of Set A) and Alt.2 (Set A and Set B are different) for BM-Case 1. 

BM-Case 2
For this use case, AI/ML is to predict the best beam for the UE (or other quantities such as RSRP) based on historical beam information. During the discussion in previous meeting, the notion of Set A and Set B has also been introduced in BM-Case 2, as shown in the conclusion below.
	Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact



With Alt.1 or Alt.2, BM-Case 2 is basically performing beam prediction both in spatial and temporal domains. It seems with Alt.1 and Alt.2 for BM-Case 2, there is not much motivation to study BM-Case 1 anymore. Therefore, in order to obtain clear insights on temporal and spatial beam prediction individually, Alt.3 can be prioritized for BM-Case 2. 
Observation 2: Alt 3 (Set A and Set B are the same) can be prioritized for the study of BM-Case 2. 

Potential standardization impact
As agreed in the previous meeting, the inference function can be performed at either UE side or network side for both BM-Cases 1 and 2. In the following, the potential standardization impact will be discussed accordingly.
	Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side




BM-Case 1
Alt.1 :AI/ML inference at NW side
Assuming the trained AI/ML model is deployed at NW side, the inference procedure can include the following steps:
1. NW configured UE to measure and report the RSRP of all/subset of DL Tx beams in Set B.
2. NW may additionally make use of assistance information, such as UE location information, UE Rx beam, TA value specified in NTN, etc, for the input to AI/ML model. NW may acquire such assistance information from UE reporting. 
3. NW obtains the prediction results of Set A from the AI/ML model, and then decides the serving beam for the UE.
The steps 1 and 2 may have some specification impact. For example, the existing L1-RSRP report can only report up to 4 best beams which might not be sufficient for AI/ML to work properly. Further, if assistance information is needed for AI/ML model at NW to work, the reporting mechanism needs to be specified, if not yet available in current spec.  

Alt.2 :AI/ML inference at UE side
Assuming the trained AI/ML model is deployed at UE side, the inference procedure can include the following steps:
1. UE measures beams in Set B. The Set B can be configured by NW, or determined by AI/ML model at UE itself.
2. UE may additionally make use of assistance information, such as UE location information, gNB beam pattern, etc. for the input to AI/ML model. UE may acquire such assistance information by UE internal sensor or from gNB’s indication.
3. UE obtains the prediction results of Set A from AI/ML model, and reports the prediction result to the NW. The report may also need to include a certain confidence level for the prediction, or other prediction-related metrics in order for NW to make wise decision.
4. NW decides the serving beam for the UE. 
The above steps 1, 2 and 3 could potentially have specification impact. For example, in step 1, UE may need to indicate its AI/ML capability to NW, based on which NW can decide whether to activate beam predication functionality at UE. In step 2, new signaling might be needed for NW to indicate assistance information to UE. One of the important assistance information is the spatial relations between beams in Set A and beams in Set B. Such information can be explicitly signaled to UE, implicitly derived from some rule or pre-stored information in UE. If the model is trained at NW and then deployed at UE, the model transfer can include such information. In step 3, the existing CSI report may need to be enhanced to include prediction-related metrics. 

Comparison between Alt.1 and Alt.2 
Generally speaking, inference at UE side (Alt.2) would require more standardization effort than inference at NW side (Alt.1). For Alt.1, whether NW is using AI/ML for prediction can even be made transparent to UE although it may not be optimal. On the other hand, for Alt.2, it is important for NW to be aware that UE is performing AI/ML based beam prediction and able to monitor the prediction performance. And if necessary, to deactivate the prediction functionality at UE if the performance is degraded. 
Another challenge for Alt.2 is associated with model training and deployment. If model is trained offline by UE vendor, the performance may not be comparable to the model trained by site-specific data. On the other hand, if model is trained at NW using site-specific data, how to deliver to the UE requires more involved discussion. Regarding the signaling overhead associated with model transfer, it can be carried out in non-real time when SINR is good (or using WiFi via application layer). 
The pros and cons for NW-side and UE-side models are compared in the following table 1.
	
	Pros
	Cons

	NW-side model
	· Easier to collect other UEs data for model training at NW 
· Easier to control and monitor AI/ML model at NW
· No need to specify rule or signaling to obtain spatial relation between beams in Set A and Set B 
· The output of the inference can be optimized from the whole network perspective 
	· Response time depends on UE CSI report
· UE internal sensor are not possible to be used 
· Realtime (or quasi-realtime) signalling exchange might be needed to enable NW-side inference 
· Possibility of additional standardization of the report from UE if current reporting is not enough

	UE-side model
	· Quick response
· UE internal sensor can be utilized to obtain assistance information 
	· If UE trains model offline, additional signaling for UE side model fune-tuning and validation
· In case of model download, signaling overhead from network to UE 
· Rule or signaling spatial beam relation 
· The output of the inference may be optimized purely from single UE perspective in non-model transfer case


 

BM-Case 2
Alt.1 :AI/ML inference at NW side
Assuming the trained AI/ML model is deployed at NW side, the inference procedure can include the following steps:
1. NW configures UE to measure and report RSRP for a certain beams in Set B.
2. NW may additionally make use of assistance information, such as UE location information, UE Rx beam, etc, for the input to AI/ML model. NW may acquire such assistance information from UE reporting. 
3. Based on the measurement results of latest K(>=1) measurement instances, NW obtain the predicted best beam(s) in Set A for the UE in future F(>=1) time instances (Set A could be the same or different than Set B), and other related information such as associated RSRP.
4. NW utilizes the prediction result, e.g. to switch UE serving beam if necessary, or to adjust the measurement and reporting interval for the UE, etc.
Similar to spatial domain prediction of BM-Case 1, Alt.1 could be operated transparently to UE. Nevertheless, specification enhancement may be beneficial, e.g. to obtain assistance information from UE. 
    
Alt.2 :AI/ML inference at UE side
Assuming the trained AI/ML model is deployed at UE side, the inference procedure can include the following steps:
1. UE measures certain beam(s) in Set B. The Set B can be configured by NW, or determined by AI/ML model at UE itself.
2. UE may additionally make use of assistance information, such as UE location information, gNB beam pattern, etc. for the input to AI/ML model. UE may acquire such assistance information by UE internal sensor or from gNB’s indication.
3. UE obtains the prediction results in Set A of future F(>=1) time instances from the past K(>=1) measurement results, and reports the prediction result to the NW. The report could include the best predicted beam ID(s) and the associated RSRP(s). The report may also need to include a certain confidence level for the prediction, or other prediction-related metrics in order for NW to make wise decision.
4. NW performs action accordingly, e.g. switching UE serving beam if needed, or adjust measurement and report interval.
The specification impact can be expected for the above steps 2 and 3, at least. For example, signaling for UE to obtain assistance information from NW in order to aid AI/ML operation. Note that if Set A and Set B are different or Set B is a subset of Set A, the spatial relation among beams in the two sets needs to be known to the UE, similar to BM-Case 1. On the other hand, if Set A = Set B is the only case to consider, such knowledge is not necessary. Further, similar to the discussion on spatial domain prediction using UE side model, it is beneficial for NW to be able to configure, activate, and monitor the performance of AI/ML at UE side.

Observation 3: Unless Set A is the same as Set B, for AI/ML inference at UE side, the spatial relation among beams between Set A and Set B needs to be known to the UE, e.g. by specifying some rule or some signaling. 
Proposal 1: Study how to enable the knowledge of spatial relation among beams between Set A and Set B to the UE.
Proposal 2: At least for the purpose of AI/ML inference at NW side, enhancement on L1-RSRP measurement configuration and reporting configuration should be considered, e.g.
· increasing the maximum number of reported beams
· obtaining assistance information such as UE location, or UE Rx beam
Proposal 3: For AI/ML inference at UE side, study methods for AI/ML model configuration, activation and monitoring.	 


Conclusion
In this paper, beam management sub use cases have been discussed. The observations are as follows:
Observation 1: No need to down-select between Alt.1 (Set B is a subset of Set A) and Alt.2 (Set A and Set B are different) for BM-Case 1. 
Observation 2: Alt 3 (Set A and Set B are the same) can be prioritized for the study of BM-Case 2. 
Observation 3: Unless Set A is the same as Set B, for AI/ML inference at UE side, the spatial relation among beams between Set A and Set B needs to be known to the UE, e.g. by specifying some rule or some signaling. 
And we propose the following:
Proposal 1: Study how to enable the knowledge of spatial relation among beams between Set A and Set B to the UE.
Proposal 2: At least for the purpose of AI/ML inference at NW side, enhancement on L1-RSRP measurement configuration and reporting configuration should be considered, e.g.
· increasing the maximum number of reported beams
· obtaining assistance information such as UE location, or UE Rx beam
Proposal 3: For AI/ML inference at UE side, study methods for AI/ML model configuration, activation and monitoring.	
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