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1 Introduction
[bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK21][bookmark: OLE_LINK22][bookmark: OLE_LINK23][bookmark: OLE_LINK11][bookmark: OLE_LINK12]The conventional carrier phase measurement treats the propagation distance as a number of wavelengths. The fractional cycle could be measured from the received signal, however, the desired phase corresponding to the fractional cycle is always perturbed by several impairments. The integer cycle number may require heuristic search. 

The NR signal based on OFDM signal is multi-carrier. The GNSS signal is single-carrier. The carrier phase measurement may leverage the multi-carrier nature when applied to NR system.

In this contribution, we try to analyse the following items,
· The factors to impact the phase of the received signal and the impact extent
· The potential solution for fractional cycle measurement
· The potential solution for integer cycle estimation under OFDM signal

And the comparison with high resolution receiver by employing minimum output energy (MOE) detection is conducted.

2 Factors to impact the phase of a (sub-)carrier
From the earlier development [1], we have shown that the phase of residing the propagation time could be observed in any subcarrier of OFDM signal. However, there is a number of impairment terms so that at a subcarrier with the RF frequency fa, the observed phase could be expressed as
[image: ]
where,
· fc denotes the carrier frequency, fa denotes the frequency of a subcarrier
·  denotes the initial phase mismatch between TX and RX oscillator
·  denotes the transmission timing of the signal
·  denotes the arrival timing of the signal
·  denotes the slot (or symbol) boundary offset between TX and RX
·  is the desired phase

Note that, 
· RE may not be allocated at the carrier frequency
· The above development doesn't take the channel into account
·  could also be treated as the time difference of the start timing of FFT window between TX and RX






The desired phase term  could be further expressed as
[image: ]

Therefore, only the fractional cycle portion could be measured from the phase of a subcarrier.

The channel also impacts the phase of a subcarrier of the received signal. According to the channel model in TR 38.901, the factors could be the random phase introduced due to cross polarization, the Doppler due to mobility, and the multipath, as shown in TABLE 1. CFO and Doppler could be a joint effect.


TABLE 1, equations in TR 38.901 of showing the impact to the signal’s phase
	
[image: ]
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To sum up, the following factors may impact the phase of any subcarrier of OFDM signal,
· Initial phase mismatch between TX and RX oscillator
· Phase change due to slot boundary offset between TX and RX
· Phase change due to Doppler and CFO
· Phase change due to the introduced random phase by cross polarization
· Overlapped phases (superposition) due to multipath 

TABLE 2,
	Factors (impairments)
	Impact extent
	Solutions to mitigate/remove the impairments

	1, Initial phase mismatch between TX and RX oscillator
	Common to all subcarriers
	1, solutions to perform the phase difference between subcarriers (under different frequencies)
2, double difference method (under same frequency)

	2, Phase change due to slot boundary offset between TX and RX
	Different to each subcarrier
	1, TDOA method
2, double difference method (under same frequency)

	3, Phase change due to the mix of Doppler and CFO
	Different to each subcarrier
	1, multiple frequency offset estimators for frequency compensation

	4, Phase change due to the random phase induced by cross polarization
	Common to all subcarriers
	1, solutions to perform the phase difference between subcarriers (under different frequencies)
2, LOS/NLOS detection being applied to only use the LOS links for position calculation

	5, Superposition of the phases (superposition) due to multipath
	Different to each subcarrier
	1, phase measurement at time domain after IDFT
2, high resolution algorithm of using matrix inversion for suppression



The IDFT (IFFT) operation is usually applied to observe the CIR for determining the TOA, as the conventional solution. The IDFT operation could distinguish the multipaths much easier, especially when the IDFT size is larger, namely the RS bandwidth is larger. This also means in time domain, the impact of other paths to the first path could be reduced through the IDFT. Then, the item 5 as listed in TABLE 2 could be mitigated to reduce the impact when the fractional cycle is measured in time domain.

However, the IDFT operation can’t remove the impairments listed in the item 1 to 4. The double difference method commonly used in GNSS system could remove the item 1 and the item 2 for a specific subcarrier. 

As for the item 4, the PRU of supporting the double difference method may not assist to remove it, since the channel condition may not be the same between a PRU and a UE. Also note that, since the random phase due to cross polarization is induced by the NLOS paths, and the LOS path, from the existing channel model expression, has no such random phase being induced, then the LOS/NLOS detection (studied in Rel-17) needs to be applied to ensure that only the LOS links are used for position calculation. 

3 Fractional cycle measurement
The fractional cycle value resides in the phase of a subcarrier in frequency domain. The measurements in frequency domain for the fractional cycle value could be degraded under multipath channel, which is a common problem under terrestrial scenario. However, the high resolution receiver may improve the fractional cycle measurement in frequency domain.

Another potential solution to mitigate the impact of multipaths is to perform the fractional cycle measurement in time domain. The benefit maybe promising when the channel frequency response induced by each path could be projected onto a different IDFT vector.

It is up to UE implementation to determine the fractional cycle measurement in which domain. It is quite evident that the measurement in time domain leverages the advantage of large bandwidth. Therefore, the performance of carrier phase measurement is still bandwidth dependent, specially under the terrestrial scenario having a certain number of multipaths, even it is a LOS scenario.

In APPENDIX, we conduct the analysis to illustrate why the performance of fractional cycle measurement in time domain is bandwidth dependent, even though there is no multipath.

4 Integer cycle estimation
To obtain the propagation distance between a TRP and a UE, the integer cycle number for a frequency corresponding to a subcarrier needs to be estimated in addition to the fractional cycle measurement.

The potential candidates of integer cycle number for a frequency could be determined using the OFDM signal property of multicarriers. Let’s look at the following development.

The propagation distance could be expressed as
[image: ]
where , ,  are the wavelengths corresponding to different frequencies. 

Based on the above, the propagation time could be further written as
[image: ]
Then we may derive the following equalities,
   [image: ], and 
[image: ]
And the integer cycle number could be estimated based on the below,
   [image: ], and
[image: ]

Note that, there was argument that the phase difference method doesn't belong to the carrier phase measurement category, since it is independent of the absolute frequency. The above derivation shows that the integer cycle estimation is related to the absolute frequency, f1 in the above example, even though the phase difference, , is used. 

There are two potential errors to impact the estimation of N1. The incorrect fractional cycle measurement on  may cause the estimated N1 to have offset +1 or -1, since  is within the range between 0 and 1. The phase difference, , may be enlarged by  to influence the estimation of N1.

However, the phase difference  could remove the impairment of item 1 in TABLE 2. Without phase difference, this impairment term may be mitigated by having a PRU to enable the double difference method. 

The other candidates of the integer cycle number due to the term  could be further restricted by observing more frequencies (i.e., f3 in above example), or by the TOA measurement through the conventional method.

5 High resolution receiver by MOE detection 
The high resolution receiver based on MUSIC algorithm has been studied in earlier release. We try to develop another method based on minimum output energy (MOE) detection. The MOE detection also borrows the idea from array signal processing for DOA estimation.

Mathematically, the received signal in frequency domain could be expressed as
[image: ],
where v1 is assumed to be the desired signal and v2 is the interfering signal. The correlation matrix of the received signal y, as a vector, could be written as
[image: ],
where it is assumed that v1 and v2 are uncorrelated. 

By applying the constraint optimization,
[image: ],
the filter w is derived,
[image: ].
The output power could be further expressed as
[image: ]

The vector v1 is adjusted to search the timing. The step size of adjusting the v1, in our evaluation, is wavelength/12.


6 Currents results for high resolution receiver and carrier phase measurement 
The steps for the evaluation could be summarized in TABLE 3. The following parameters are applied,
· Fc = 4GHz,
· BW = 100MHz
· SCS = 30KHz

TABLE 3
	High resolution by MOE detection
	Carrier phase measurement

	1. Perform conventional algorithm to determine the potential timing
2. Search by MOE detection based on the timing given by conventional algorithm, with the step size of wavelength/12
	1. Fractional cycle measurement of a frequency in time domain in section 3
2. Integer cycle estimation in section 4 using two frequencies (one frequency is the same as that for fractional cycle measurement)
3. Form a TOA measurement by combining fractional cycle and integer cycle for each link (a TRP to UE)
4. Perform DL-RSTD




It is observed in Fig. 6-1 that the carrier phase measurement suffers, mainly due to the integer cycle number estimation. Then from UE implementation point of view, more frequencies (subcarriers) could be used to assist the integer cycle estimation in a frequency. Besides the fractional cycle measurement report, UE may also report a certain number of integer cycle candidates to assist LMF for position calculation.

If the channel condition is further relaxed, for example in Fig. 6-2 and 6-3, that the first path has the dominating path power, the performance gap is closer. And in Fig. 6-3 when white noise is not added, the carrier phase measurement could outperform the high resolution receiver by MOE detection. 


Proposal 6-1: Besides the fractional cycle measurement report, UE may also report a certain number of integer cycle candidates to assist LMF for position calculation


[image: ]
Fig. 6-1 under Inf-SH channel


[image: ] [image: ]  
            Fig. 6-2,                                     Fig. 6-3,

7 Conclusion
Proposal 6-1: Besides the fractional cycle measurement report, UE may also report a certain number of integer cycle candidates to assist LMF for position calculation, if carrier phase measurement is agreed to support
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9 Appendix
The IFFT vector with index m, which is the (m+1)-th row within the IFFT matrix could be expressed as
[image: ] (1)

The phase rotation part of the CFR across the subcarriers in frequency domain could be written as
[image: ](2)
Let’s assume that the CFR due to the first path has the largest projection value to the IFFT vector with index m. Then in time domain, the phase associated to the first path after IFFT operation with FFTshift is shown as

[image: ](3)

In eqn (2), in frequency domain the phase of the (N/2+1)-th element has the following angle
[image: ](4)
In time domain, the angle of eqn (3) associated to the first path could be further written as
[image: ](5)
Where let  and[image: ],
the angle of [image: ] could be derived by the following steps

[image: Diagram

Description automatically generated]
From the observation of eqn (4) and eqn (5), when the IFFT size is larger, the phase measurement in time domain through IFFT is closer to the actual phase value in a subcarrier of frequency domain.
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