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1.Introduction
In RAN#94-e plenary meeting, new study item on AI/ML for Air Interface was approved for Rel-18, where the use cases include CSI feedback enhancement, and evaluations would be performed for this use case. For the CSI compression sub use case, it further include CSI compression in spatial-frequency domain, CSI compression in spatial-frequency-time domain, and joint CSI compression and CSI prediction[1].
In this paper, a DL-based time-varying aided implicit CSI feedback network was proposed to evaluate AI/ML for CSI feedback enhancement in spatial-frequency-time domain. Results show that the proposed architecture can significantly save feedback overhead by the assistance of time correlation property.
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Figure 1. Architecture of ImplicitNet
[bookmark: _Hlk101363181]Figure 1 shows a DL-based implicit CSI feedback architecture named ImplicitNet. 
The feedback information  is the eigenmatrix consists of the eigenvectors  extracted from  subbands, which can be written as:

Where , and denotes the number of transmit antennas.
Specifically, the eigenvectors in the eigen-matrix  are spliced in the vertical direction and then the real and imaginary parts are extracted and concatenated to form a real-valued vector. The  eigenvectors are compressed as a whole and the input dimension of the encoder is 21. 
The basic framework of ImplicitNet contains three modules: encoder, quantizer, and decoder. A three-layer bidirectional LSTM (bi-LSTM) network is used as the encoder for sufficient extraction. After feature extraction and compression by the three-layer bi-LSTM network, an L-dimensional compressed codeword is obtained and sent to the quantization module to generate the corresponding bitstream for feedback. B-bits uniform quantization in is adopted in the quantization module, and the total feedback overhead is L × B bits. Then the decoder at the BS recovers the eigenvector from the feedback bitstream.
Finally, the recovered vector is reshaped into matrix, denoted as . The performance metric of the network can be given by the cosine similarity: 

where  is the column vector (eigenvector) that makes up the eigen-matrix [2].

To evaluate AI/ML for CSI feedback enhancement in spatial-frequency-time domain, based on ImplicitNet, 
a new architecture, named ImplicitNet-LSTM, was proposed.
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Figure 2. Architecture of ImplicitNet-LSTM

Network applies encoder and decoder in ImplicitNet. Four adjacent eigenvector matrices are regarded as a group. First, through three-layer LSTM, the time-domain correlation between eigenvector matrices is used for preliminary compression. Shortcut can accelerate the convergence and reduce the vanishing gradient problem. Then, ImplicitNet with two compression ratios are used to compress and reconstruct each eigenvector matrix respectively. Finally, three LSTM layers are used to further improve the reconstruction accuracy by using the correlation between the reconstruction matrices.
The proposed DL-based architectures are built using Keras library, with Tensorflow as the backend, and all simulations are implemented on an NVIDIA DGX-1 workstation. The NNs are trained by supervised learning. The label of the input sample is set to the sample itself. The adaptive moment estimation (Adam) optimizer is used to update the weights of NNs in the training process. The batch size is set as 1,024, and the training epoch is 1,000. The initial learning rate is 0.001 and will be reduced by half if the validation loss does not decrease over 50 epochs.
3.Simulation Results
Based on the discussion in the above section, we conduct a numerical simulation to evaluate the performance of the proposed DL-based implicit feedback architecture.
The dataset used is generated by QuaDRiGa. Initial position of UE is randomly generated in a circle with a radius of 100m from BS, and motion track of UE is straight line motion in random direction from the initial position. Speed of UE is set to 10m/s, 20m/s, 35m/s.
Table 1: Simulation assumption of dataset 
	Parameter
	Value

	Channel type
	3GPP TR38.901 UMi_NLOS

	Carrier frequency
	3.5GHz

	Bandwidth
	10MHz

	Subcarrier spacing
	15KHz

	Antennas
	32T4R

	Rank 
	1

	Subband
	12



First matrix’s feedback bits is 8，the others are 4，hence the total feedback overhead is (8+3*4)/4*12=60
Datasets with speed of 10m/s, 20m/s and 35m/s are used for testing separately, and the results are recorded as 𝜌10，𝜌20，𝜌35.
Table 2: Recover performance of ImplicitNet-LSTM on Separate Dataset
	Schemes
	Feedback Bits
	10
	20
	35

	Proposed architecture
	60
	0.913
	0.887
	0.864

	ImplicitNet
	48
	0.882
	0.841
	0.836

	
	96
	0.894
	0.863
	0.853

	
	144
	0.910
	0.878
	0.866

	
	192
	0.929
	0.897
	0.883


Observation 1: In implicit feedback, time correlation can be used to improve network performance.
Observation 2: ImplicitNet-LSTM still outperform ImplicitNet when the feedback overhead is approximately reduced by 58%.
Then, Mixed dataset is used for testing, and the three types of samples, 10m/s, 20m/s and 35m/s, account for 1/3 respectively. The results are recorded as 𝜌Mix.
Table 3: Recover performance of ImplicitNet-LSTM on Mixed Dataset
	Schemes
	Feedback Bits
	𝜌Mix
	10
	20
	35

	Proposed architecture
	60
	0.917
	0.913
	0.887
	0.864

	ImplicitNet
	48
	0.887
	0.882
	0.841
	0.836

	
	96
	0.905
	0.894
	0.863
	0.853

	
	144
	0.926
	0.910
	0.878
	0.866

	
	192
	0.934
	0.929
	0.897
	0.883


Table 4: Crossing test of ImplicitNet-LSTM 
	           Test Set
Train Set
	10
	20
	35

	10
	0.913
	
	

	20
	
	0.887
	

	35
	
	
	0.864

	Mix
	0.927
	0.912
	0.892


Observation 3: Time correlation gain of the network trained with mixed dataset is lower than that trained with single speed data set, but the performance of network trained with mixed dataset is even better than that trained with single speed data set.

On the network trained with mixed datasets, the results of three separate speed testsets are also higher than those trained and tested with the same speed datasets.
Results above show the generalization performance of the proposed network.

4.Conclusion
In this contribution, a DL-based time-varying aided implicit CSI feedback network was proposed to evaluate AI/ML for CSI feedback enhancement in spatial-frequency-time domain. Results show that the proposed architecture can significantly save feedback overhead by the assistance of time correlation property.
· Proposal 1: Time correlation property should be taken into consideration in CSI feedback enhancement.
· Proposal 2: Tradeoff between complexity and performance of AI based network needs to be taken into consideration.
· Proposal 3: Generalization capabilities of time-varying aided network should be further evaluated, considering datasets with different settings.
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