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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of potential specification impacts as following.
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

[bookmark: _Hlk99710673]In this contribution, we discuss sub use-cases and potential specification impacts on AI/ML for CSI feedback enhancements.
2. Discussion on sub use-cases and potential specification impacts on AI/ML for CSI feedback enhancements
2.1. Representative sub use-cases
At the RAN1#94-e meeting, spatial-frequency domain CSI compression using two-sided AI models, as known as auto-encoder of CSI feedback was agreed to be a representative sub use case as following [2]. 
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 
 

Fig. 1 illustrates the framework of CSI compression with two-sided models. As shown in Fig. 1, UE is equipped with an AI/ML encoder to compress CSI into encoded bits, while the corresponding AI/ML decoder is deployed on gNB to reconstruct CSI from encoded bits. In CSI compression with two-sided models, UE calculates downlink CSI, such as channel matrix or precoding matrix, and feeds the CSI into the encoder for compression. After the AI/ML encoder extracts essential features and outputs the encoded bits, UE reports the encoded bits to gNB where CSI can be reconstructed from encoded bits with the AI/ML decoder. In this contribution, the encoder of inputs and outputs of decoder are assumed to be the same.
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Figure 1. The framework of spatial-frequency domain CSI compression with two-sided models.
With this AI/ML-based compression technique, accuracy improvements under a certain overhead of CSI reports and overhead reduction for CSI reports achieving a certain performance are observed [3]. In addition to spatial-frequency domain CSI compression, other sub use cases were proposed with the expected gain at the RAN1#109-e meeting. However, some negative views were observed in all sub use cases other than spatial-frequency domain CSI compression at the RAN1#109-e meeting. Hence, given that time is limited for finalizing sub use cases, we would rather prioritize spatial-frequency domain CSI compression in this agenda than other sub use cases. 
[bookmark: _Hlk100763608]Proposal 1: Prioritize the discussion of spatial-frequency domain CSI compression from other sub-use case in 9.2.2.
In the subsequent sections, we discuss the potential specification impacts of spatial-frequency domain CSI compression.

2.2. Inputs of encoder / Outputs of decoder
In this contribution, the inputs of encoder and outputs of decoder are assumed to be the same. At the RAN1#109-e meeting, two CSI types were proposed as the input of encoders and the output of model inference by decoders as follows: channel matrix and eigenvector(s) [4]. 
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
· FFS: the input CSI is obtained from the channel with or without analog BF
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded

The information related to channel matrix or eigenvector(s) has been already specified as PMI in the specification. However, PMI is not qualified to be the inputs and outputs of CSI compression, because PMI was designed to reduce the overhead of CSI report and some channel information is lost to represent PMI with bit sequences. If PMI is replaced by encoded bits based on channel matrix or eigenvector(s), some specification enhancements are necessary. Also, these potential specification impacts are different according to CSI type for inputs/outputs. As compatibility with the existing 5G NR is important, these expected specification impacts should be considered in CSI type discussion as well as the simulation results. Hence, potential specification impacts brought by each CSI type for input/output should be studied. 
Proposal 2: Study the potential specification impacts based on CSI type for input/output. 
Table 1 summarizes the pros and cons of CSI types for input/output. Since the current CSI reporting only covers information related to precoding matrix, there would be some parts that existing frameworks can be reused when eigenvector(s) are CSI type inputs/outputs. On the other hand, channel matrix as CSI type for input/output requires a new mechanism such as normalization of a channel matrix. Therefore, eigenvector(s) seems more reasonable as CSI type for input/output for spatial-frequency domain CSI compression in terms of the specification impacts. On the other hand, if DL raw channel matrix is available at NW, this information might be useful for other usages in addition to precoding matrix calculation. 
Observation 1: The existing framework can be reused to some extent if CSI type for input/output is eigenvector(s) for spatial-frequency domain CSI compression.
Observation 2: If CSI type for input/output is raw channel matrix for spatial-frequency domain CSI compression, DL CSI might be useful for other usages in addition to precoding matrix calculation.

Table 1.  Summary of input/output CSI type for spatial-frequency domain CSI compression. 
	reconstructed CSI
	Pros
	Cons

	Eigenvector
	Similar to the existing CSI feedback framework (e.g., can reuse mechanism of CQI/RI)
	

	Channel matrix
	Might be beneficial for other usages in addition to precoding matrix calculation
	Require new mechanism (e.g., normalization) 



2.3. Training procedure for spatial-frequency domain CSI compression
At the RAN1#109-e meeting, the following potential training procedures were proposed to deploy an encoder and a decoder at UE and gNB, respectively. 
・Joint training at NW with model transfer to UE
・Joint training at UE with model transfer to NW
・Joint offline training with multi-vendor agreements assuming no model is exchanged after deployment.
・Separate training at UE and NW
Different specification impacts are expected to support different training procedures. Then, it is better to discuss the potential specification impacts for each training procedure. However, some of the exact training procedures are still unclear. Especially different companies seem to consider different procedures for separate training at UE and NW. It is better to clarify each training procedure, especially for separate training procedure, as a first step.
Proposal 3: Identify each training procedure. Especially, the exact procedures of separate training at UE and NW should be clarified to discuss the potential specification impacts.  

2.4. Performance monitoring for spatial-frequency domain CSI compression
As discussed in our companion contribution in AI 9.2.1, (near) real time model performance should be available at NW for reliable NW operation with AI models, and model monitoring can be categorized into two types: NW-based model monitoring and UE-based model monitoring [5].
One example of NW-based model monitoring is illustrated in Fig. 2. As shown in this example, UE reports results of model inference, e.g., encoded bits, and the target values of model inference, e.g., input CSI, so that NW can monitor how accurate AI model is based on comparison between reconstructed CSI and the target CSI in NW-based model monitoring. The disadvantage of NW-based model monitoring could be large overhead of non-AI-based CSI feedback and quantization error caused by non-AI-based CSI feedback. 
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Figure 2. One example of NW-based model monitoring for spatial-frequency domain CSI compression.
Fig.3 shows one example of UE-based model monitoring. In UE-based model monitoring, UE monitors the (near) real time performance and reports the monitored performance to NW. In the example of Fig.3, UE has the paired decoder to output the reconstructed CSI. In this case, UE can calculate the model accuracy by comparing the target CSI with reconstructed CSI at real time. However, it requires UE to compile the paired decoder in addition to the encoder, which could be the burden in terms of storage perspective. Likewise, there are multiple aspects to be considered in model monitoring for spatial-frequency domain CSI compression. For further analysis, NW-based model monitoring and UE-based model monitoring should be studied, respectively.
[image: ]
Figure 3. One example of UE-based model monitoring for spatial-frequency domain CSI compression.
Proposal 4: Study NW-based model monitoring and UE-based model monitoring for spatial-frequency domain CSI compression.

2.5. Encoded bit reporting
[bookmark: _Hlk101438632]The mechanisms to report encoded bits as UCI need to be specified in the specification. In the current specification, some CSI is reported only on PUSCH according to the codebook type and band granularity. The similar discussion is necessary for reporting encoded bits as well. On top of it, when UE compiles multiple AI/ML models achieving different compression ratios, static/semi-static/dynamic ML model activation according to channel quality can bring the gain. Furthermore, it could be beneficial to switch applying AI/ML approach or conventional CSI reports according to the performance of AI/ML models. In that case, the determination mechanisms on what UCI bits UE shall report, as depicted in Fig.4, need to be defined too.
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Figure 4. Determination mechanisms on what UCI bits UE shall report.

Observation 3: The mechanisms in CSI reports, such as determination mechanisms on reported UCI bits and how to report encoded bits, could be specification impacts.

3. Conclusion
In this contribution, we discussed the sub use-cases and potential specification impacts on AI/ML for CSI feedback enhancements. Based on the discussion we made the following observations and proposals.
Observation 1: The existing framework can be reused to some extent if CSI type for input/output is eigenvector(s) for spatial-frequency domain CSI compression.
Observation 2: If CSI type for input/output is raw channel matrix for spatial-frequency domain CSI compression, DL CSI might be useful for other usages in addition to precoding matrix calculation.
Observation 3: The mechanisms in CSI reports, such as determination mechanisms on reported UCI bits and how to report encoded bits, could be specification impacts.
Proposal 1: Prioritize the discussion of spatial-frequency domain CSI compression from other sub-use case in 9.2.2.
Proposal 2: Study the potential specification impacts based on CSI type for input/output. 
Proposal 3: Identify each training procedure. Especially, the exact procedures of separate training at UE and NW should be clarified to discuss the potential specification impacts.  
Proposal 4: Study NW-based model monitoring and UE-based model monitoring for spatial-frequency domain CSI compression.
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