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Introduction
AI/ML for physical layer has gained tremendous interest in academic research in recent years. The first 3GPP SI will study the use of AI/ML technology in air interface design, through three carefully selected use cases [1]. New evaluation methodology and corresponding evaluation are required to fully understand the benefit of AI/ML in comparison with traditional methods, and the associated potential specification. 
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels









In this paper, we focus on the evaluation of CSI feedback enhancement use case.  
Evaluation methodology 
Remaining details on CSI compression   
On evaluation methodology, the intermediate metric definition is still open.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
· FFS: how to calculate GCS/SGCS for rank>1
· FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.













When rank is greater than 1, different methods to define cosine similarity have been discussed. 
Method 1: Average over all layers
o    Note: [image: ] is the [image: ]eigenvector of the target CSI at resource unit i and K is the rank. [image: ]is the [image: ] output vector of the output CSI of resource unit i. [image: ] is the total number of resource units. [image: ] denotes the average operation over multiple samples.
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·     Method 2: Weighted average over all layers
o    Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
·     Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
·      Other methods are not precluded
·      FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).
 























 




Cosine similarity is a simpler intermediate metric to be used to evaluate and calibrate the accuracy of the decoder output itself. Either GCS or SGCS can serve the purpose. To simply the comparison, we suggest using GCS. 

For higher rank, it was discussed whether a simple average over each layer can be used, or a weighted average where weighing factor is based on eigen value of each layer. In our view, since the cosine similarity is to provide insight into the AI performance per layer, reporting cosine similarity per layer would provide the complete picture.  

Proposal 1:    Use GCS as the metric for intermediate result calibration. For rank>1, GCS is separately calculated for each layer.  

CSI prediction   
Other than CSI compression, CSI prediction is another interesting use case. CSI prediction uses one sided model, where the prediction can be either at the gNB side or at the UE side. When CSI prediction happens at the UE side, raw channel measurement from CSI-RS can be used to predict the channel in near future. System level throughput improvement can be achieved in higher mobility scenarios. Fig 1 shows a high-level diagram for SI prediction use case.  
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Fig. 1.  CSI prediction using one sided model
For CSI prediction, data set can be generated from system level simulation like CSI compression. Example parameters including UMa deployment scenario, 5ms CSI-RS periodicity, 2GHz carrier frequency etc. The main modification include: 
· Mobility: 30Km/hour speed with outdoor UE only.  
· Predict time: 5ms or 10ms 
· Number of past samples used to prediction: company to report  
· Baseline performance: Sample and hold for simplicity  
For CSI prediction, normalized MSE can be used as intermediate metric to evaluate prediction performance. 

Proposal 2:    Reuse CSI compression EVM for CSI prediction, with additional modification of UE speed, number of samples to predict, and performance metric.  

Preliminary evaluation results 
CSI compression  
CNN based AI model description: 

Since the channel input matrix is treated as image for compression, CNN based network has been widely used in publication [3-8]. [3] designed CsiNet which uses one convolutional layer and fully connected layer as a simple encoder, and multiple stage of refine block with skip connection at decoder. [6,7,8] fine turn the design with different filter sizes, dilation factor, number of layers etc. Similar efforts have been taken here.

A high-level neural network architecture is shown in Fig. 2. In the encoder side, number of CNN layers, and number of fully connected layers and other hyper-parameters are tested. The last fully connected layer compresses the input matrix to a vector of size N. A sigmod function is added after the last fully connected layer, similar to the approach used in [8]. A uniform quantization with range [0 1] is applied. The number of quantization bits B varies with different N value as shown in the evaluation for different configurations.  

On the decoder side, after the de-quantization block, a fully connected layer to extract N value to the full matrix size, followed by a set of refine network as shown in Fig. 2(b). For each refine block, different the number is CNN layers before skip connection are tested as well. A few refine blocks are connected in the decoder side, and final output layer will have the reconstructed output. Normalized MSE or (1- GCS) are used as loss function for training. 
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(a) CNN based encoder/decoder  
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(b) Refine block 

Fig. 2. Encoder/decoder NN 


Preliminary evaluation result: 

Preliminary results using CNN based auto-encoder is shown in Table I for each layer, up to 4 layers. Input to the AI model is the eigen-vector of each layer per sub-band, and output of the decoder is the precoder per layer for each sub-band. The AI model is trained based on the 1st eigen-vector only, and used for inferencing for the 2nd, 3rd and 4th layer as well. The CNN based auto-encoder achieve similar performance for strongest eigen-vector as type II codebook and achieve performance gain in higher ranks. 

Table I: Cosine similarity per layer for Config 1 versus CNN based auto-encoder

	 
	Cosine similarity

	1st eigen vector with type II codebook config 1    
	0.8245

	2nd eigen vector with type II codebook config 1  
	0.6879

	3rd eigen vector with type II codebook config 1  
	0.4321

	4th eigen vector with type II codebook config 1  
	0.3017

	1st eigen vector with AE (60 bits)
	0.8254

	2nd eigen vector with AE (60 bits)
	0.7365

	3rd eigen vector with AE (60 bits)
	0.7405

	4th eigen vector with AE (60 bits)
	0.6560



Following the evaluation methodology agreed in 109-e, system level simulation with FTP-1 traffic is done. Ideal channel estimation is assumed. In the simulation, rank selection and adaptation algorithm at the UE side is the same for both AI based and type II codebook-based feedback. MU-MIMO paring and scheduling algorithm at the gNB side is also common for AI based and type II based feedback. 
 
Preliminary system level throughput simulation based on the agreed EVM is shown in Table II. The type II codebook performance is the baseline, and improvement is captured in the table for different load and 5%, 50% and mean throughput. 

Table II: SLS results for configure-1 versus AI model (60 bits per layer) 

 
	# of UEs/cell
	5%
	50%
	Mean

	1
	1.0794
	1.0769
	1.0357

	2
	1.0994
	1.0714
	1.0341

	4
	1.1310
	1.0833
	1.0408




Observation 1: CNN based AI model achieve similar cosine similarity for 1st layer as type II codebook configuration 1. 

Observation 2: CNN based AI model achieve better cosine similarity for higher rank compared to type II codebook. 
 
CSI prediction 
LSTM based AI model description: 

For CSI prediction, we focus on UE side prediction where the past measured channel based on CSI-RS are stored in buffer and used to predict the next one or two CSI-RS occasion. Dataset is generated using system level simulator, UMa deployment but all UEs are outdoor with 30kmph speed. We used eight time-domain samples to predict the next 1 or 2 channel response, as shown in Fig. 2.  

[image: ]
Fig. 2 CSI prediction using time domain channel responses

Unlike the CSI compression use case which mainly focus on spatial and frequency domain correlation, the CSI prediction mainly rely on time domain correlation priority of the channel. A LSTM network is a nature choice in this case. 

Preliminary results on CSI prediction

Some pre-liminary evaluation results are shown in Table III. The baseline performance is no prediction, which assume UE always calculate PMI based on the latest CSI-RS measurement. This is represented by the sample and holder error. Normalized MSE is used as the metric, which is defined as 



 In comparison, the LSTM prediction gives significant gain over the sample and hold performance.  









Table III: NMSE of CSI prediction  

	
	Sample/Hold Error
	LSTM

	5ms
	0.44dB
	-22.66dB

	10ms
	4.11dB 
	-12.02dB




Observation 3: LSTM based AI model achieves more than 10dB gain for CSI prediction use case. 

Conclusion
In the paper, we discuss the evaluation methodology and initial evaluation result for AI based CSI enhancement.   The proposals and observations are: 

Proposal 1:    Use GCS as the metric for intermediate result calibration. For rank>1, GCS is separately calculated for each layer.  

Proposal 2:    Reuse CSI compression EVM for CSI prediction, with additional modification of UE speed, number of samples to predict, and performance metric.  

Observation 1: CNN based AI model achieve similar cosine similarity for 1st layer as type II codebook configuration 1. 

Observation 2: CNN based AI model achieve better cosine similarity for higher rank compared to type II codebook. 
 
Observation 3: LSTM based AI model achieves more than 10dB gain for CSI prediction use case. 
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