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Introduction
The first 3GPP study item scope on AI/ML framework for air-interface enhancement is descried in [1].  Three carefully selected use cases are selected with the targets the formulation of a framework to apply AI. The general framework based on the study of the representative use cases will be established. 
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate












In this paper, we focus on high level framework discussion.  
Discussion  
UE/gNB collaboration 
In RAN1 109-e meeting, the following network-UE collaboration levels are agreed. 
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 













Level x-y boundary: 

On level x-y boundary, level x means no network-UE collaboration for AI operations, which is outside of 3GPP scope. This includes implementation-based AI implementation using existing 3GPP signaling and does not require any additional 3GPP specified network-UE AI collaboration. 

Level x can be used for comparison purpose without specification impact. Per use case, if level x solution is identified and agreed during the study, it should be the baseline to evaluate the benefit of standardized UE/gNB collaboration for level y and level z enhancement.  

Training collaboration for level y-z:
Current collaboration level with specification impact is mainly defined by whether model transfer is used or not. In addition, we see different collaboration level on training and inferencing.  

For training, for one-sided AI model, the training happens in one side. Other than some potential assisted signaling for UE data collection, or additional potential UE feedbacks for network data collection, other aspects of training such as data collection and processing, AI model design, training and deployment can be implementation-based solution, up to vendor’s choices without network-UE collaboration.  

On the other hand, for two-sided AI model, the training needs to ensure the UE side AI model and the Network side AI model are paired correctly to ensure the end-to-end performance. Taken CSI compression as example, where at least four training collaboration levels have been discussed: 
· Type 1: The encoder and decoder are trained at the NW, and at least the encoder is downloaded to the UE.  
· Type 2: The encoder and decoder are trained at the UE, and at least the decoder is uploaded to the NW.  
· Type 3: The encoder and decoder are trained by the UE and the NW jointly at pre-deployment engineering event, between different vendors through multi-vendor agreements.   
· Type 4: The encoder and decoder are trained separately, where over the air exchange of training data set for encoder output or encoder input, training channel, or quantization codebook.  
Type 1 and type 2 has limited specification impact as one-sided model for training itself, there the model transfer function is used to ensure the two-sided models are paired together. However, type 3 and type 4 require signaling design for training such as training data exchange.   
  
Model update: 

Model update is another important aspect that have been discussed. For one-sided model without model transfer, model update is based on proprietary solution. For two-sided model with model transfer, once the training node decides to update the model, either the encoder or decoder can be downloaded, so model update can be supported inherently. For type 3 and type 4, model update will not be an easy effort, since it will require either another engineering events between vendors, or large training data transfer.  

Model transfer for inferencing and learning: 

After model is trained and tested, the model can be transferred to another node for inferencing. This is one time effort with limited amount of payload. On the other hand, federated learning also relies on model transfer for learning, where the model is learned locally by different UEs and send to the server for aggregation. Multiple iterations between UEs and NW are required for model converge. The process is long and complicated, which can be considered for future releases.  
 

Proposal 1: The network-UE collaboration levels can be defined: 	 
· Level 0: No collaboration  
· Level 1: Signaling-based collaboration for one sided model without model transfer
· Level 2: Signaling-based collaboration for two sided model without model transfer 
· Level 3: Signaling-based collaboration with model transfer for inferencing 
· Level 4: Signaling-based collaboration with model transfer for training  
Life cycle management  
Life cycle management is an important aspect for real-time large-scale AI implementation. When AI model is trained and inferenced at one network node without model exchange, it is beneficial to leave the life cycle management outside of standardization as much as possible. This leaves the full implementation flexibility on ongoing data collection, frequency of model update, model performance monitoring etc.   

For one-sided model without model transfer, if the training and inferencing is at the gNB side, then the life cycle management can be up to gNB implementation, similar to RAN3 AI/ML discussion. 

For one sided model without model transfer, if the training and inferencing is at the UE side, the life cycle management dependent on different use cases:  
· if inferencing results is feedback to NW for NW action (for example, the UE predict the gNB beam and feedback the recommended gNB beam index for future use), NW can decide to enable/disable AI model.  
· If inferencing output is used by UE, UE determine enable/disable AI model. For example, for CSI prediction, the UE can easily monitor the inferencing accuracy by comparing the inferencing results with new CSI-RS measurement. If the inference performance degradation is large, then the UE can dis-able the AI model and fall back to traditional method. The UE can send UE assisted information to the UW to let the NW know the model is de-activated. 
For two-sided model, or with model transfer, the life cycle management need to be coordinated by the network. Depending on different use case, the AI performance monitoring can be studied per use case, with different metrics, by either UE or the NW.        

Proposal 2: Life cycle management 
· For one side model without AI model transfer, when the training and inferencing is at the NW,  life cycle management can be implementation-based solution. 
· For one side model without AI model transfer, when the training and inferencing is at the UE,  life cycle management can be use case dependant.  
· For two-sided model, or with AI model transfer, co-ordinated life cycle management for training, model update, model transfer and inferencing are required.  

Proposal 3: Performance monitoring is per use case, with different metrics, at UE or NW separately. 

Proposal 4: Activation/de-activation/switching can follow general RRC configuration/reconfiguration procedure per use case

AI model identification  
To support two-sided model, or model transfer, it is desirable to a define a 3GPP standardized AI model identification and header. For two-sided model without transfer, a standardized format is also desirable to facilitate the multi-vendor offline training. For model transfer, the header and ID can be used to identify the transferred model, its usage, and can be activated/de-activated through the model ID. 
An example of the format is shown in Fig. 1. The model ID can be defined to support multi-vendor interoperability, use cases etc. The optional meta data can be defined to describe the model file input, pre-processing of the input, output and post-posting of the output. 
[image: ]
Fig. 1 AI model identification and format example
Proposal 5: 3GPP consider define model ID for AI model life cycle management.  
AI model transfer  
To enable AI model transfer, either user plane data or control plane solution can be considered. Transfer AI model using user plane solution can be the simplest way with minimum specification impact. Or the AI model file can be transferred using RRC message, which is part of control signaling for particular use case. Due to the size of AI model, segmentation is needed if RRC message is used.   
Proposal 6: Model transfer can use control plane solution or user plane solution.  

Conclusion
In the paper, we discuss the general framework aspect of AI based air interface enhancement. The proposals are: 
 
Proposal 1: The network-UE collaboration levels can be defined: 	 
· Level 0: No collaboration  
· Level 1: Signaling-based collaboration for one sided model without model transfer
· Level 2: Signaling-based collaboration for two sided model without model transfer 
· Level 3: Signaling-based collaboration with model transfer for inferencing 
· Level 4: Signaling-based collaboration with model transfer for training  
Proposal 2: Life cycle management 
· For one side model without AI model transfer, when the training and inferencing is at the NW,  life cycle management can be implementation-based solution. 
· For one side model without AI model transfer, when the training and inferencing is at the UE,  life cycle management can be use case dependant.  
· For two-sided model, or with AI model transfer, co-ordinated life cycle management for training, model update, model transfer and inferencing are required.  

Proposal 3: Performance monitoring is per use case, with different metrics, at UE or NW separately. 

Proposal 4: Activation/de-activation/switching can follow general RRC configuration/reconfiguration procedure per use case

Proposal 5: 3GPP consider define model ID for AI model life cycle management.  
Proposal 6: Model transfer can use control plane solution or user plane solution.  

Reference 
[1] RP-213599, New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm, 3GPP TSG RAN meeting #94, Electronic meeting, Dec 6-17, 2022
[2] TR 37.817, “Study on enhancement for Data Collection for NR and EN-DC”  
[3] [bookmark: _Ref106194851]Chairman’s Notes, 3GPP TSG RAN1 WG1 #109-e Meeting, May 2022. 
image1.png
Model ID

Meta data

Model file (ONNX, mlimodel, .h5 etc)





