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[bookmark: _Ref513464071]Introduction
In RAN1#109e, the following agreements were made on capacity improvement techniques [1]:
	Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based SPS/CG transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to support of multiple PDSCHs SPS transmission occasions in a period
· Study enhancements related to multiple PUSCHs CG transmission occasions in a period
· Study enhancements related to dynamic adaptation of SPS/CG parameters/configurations
· Study enhancements related to non-integer periodicity for SPS/CG transmissions.
· Note: Other studies are not precluded, as well as the combination of the above studies.
Follow the common principle for assessment of the candidate capacity enhancement technique

Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based dynamic scheduling/grant transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to extending capability of single DCI scheduling multi-PDSCHs/PUSCHs for FR2-2 to FR1/FR2.
· Note: whether and how to discuss enhancements may depend on the outcome of Rel-17 B52.6G UE feature discussion
· Study enhancements related to HARQ-ACK and/or CBG transmissions for single DCI scheduling one or multi PDSCH(s).
· Study enhancements related to allowing different configurations per PDSCH/PUSCH
· Study enhancement related to scheduling request and/or BSR with the focus on L1 enhancements.
· Note: Other studies are not precluded as well as the combination of the above studies.
· Follow the common principle for assessment of the candidate capacity enhancement technique.



In this contribution, we discuss the potential enhancements and evaluations for capacity improvements for XR traffic.
Discussion
During Rel-17 SI [2], the traffic models for different XR applications (AR, VR and cloud gaming) were defined and the performance evaluations for capacity in DL and UL were performed.  From the evaluations, achieving high system capacity with XR traffic in UL and DL in different deployment scenarios (e.g. InH, DU) is extremely challenging. 
[bookmark: _Hlk110993646]Observation 1:	Achieving high system capacity in UL and DL when supporting XR traffic in different deployment scenarios (e.g. InH, DU) is extremely challenging
[bookmark: _Hlk110844968]One of the key XR-specific aspects is on the handling and delivery of data in the form of PDU sets. In SA2 TR 23.700-60 [3], the PDU Set is defined as follows:
	PDU Set: A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g. a frame or video slice for XRM Services, as used in TR 26.926 [27]). In some implementations all PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In other implementations, the application layer can still recover parts all or of the information unit, when some PDUs are missing.


From the definition above, a PDU set can consist of several inter-dependent PDUs which are associated at the application layer (e.g. multiple PDUs associated with a video/media frame). The QoS framework when handling PDU sets can be different compared to the legacy per-flow or per-PDU QoS. The latency metric considered for PDU set is PDU set delay bound (PSDB) and for reliability the metric is PDU set error rate (PSER) [3]. In this regard, new PDU set level QoS requirements may be used for handling the transmissions of PDU sets. 
The discussions in previous RAN1#109e meeting [1] provide a starting point for identifying the solutions for capacity improvement based on SPS/CG and DG enhancements. In this regard, whether and how the XR-specific traffic patterns (e.g. PDU sets) and the associated QoS can be accounted when considering enhancements for SPS/CG and DG should be discussed. It is also what is unclear the impact of the resource allocation schemes with XR-specific enhancements on the capacity performance improvements. In our view, the main XR-specific issues related to capacity improvements that should be further investigated are:
· Handling transmission of PDU sets
· Handling transmission of multiple XR traffic flows/patterns
In the following sections, we discuss the scheduling enhancements for addressing the above issues for improving capacity. We also provide evaluation results showing the performance of the enhancement schemes. 
SPS/CG Enhancements
From the descriptions on PDU set, the video encoder at the application server or UE may generate different types of video frames (e.g. I-frame, P/B-frame) at a particular frame rate (e.g. 60fps, 90fps). The generated video frames or the corresponding PDU sets may consist of variable number of PDUs or payload sizes at each periodic occasion, depending on the application. During transport it is possible that one or multiple PDU sets in a data burst may need to be delivered with a latency bound.  
[bookmark: _Hlk110993657]Observation 2:	PDU sets generated at each periodic occasion can consist of variable number of PDUs or payload sizes per PDU set. Multiple PDU sets may be transmitted in a data burst
Additionally, due to data processing and congestion in network, the data transmissions in DL can be impacted by jitter. This can cause delay during transport of PDUs within a PDU set (e.g. intra-PDU set jitter) and across different PDU sets (e.g. inter-PDU set jitter). Specifically, in the case of intra-PDU set jitter, the PDU set boundary corresponding to the arrival time of the first PDU and last PDU of a PDU set may vary instead of arriving periodically in a burst aligned with the frame generation periodicity. Likewise, for inter-PDU set jitter, the arrival time of different PDU sets may vary from one another instead of following the frame generation periodicity. 
[bookmark: _Hlk110993664]Observation 3:	Due to data processing and congestion in network the PDU set transmissions in DL are impacted by intra-PDU set jitter and inter-PDU set jitter
During UL transmissions, the generation of different types of video frames at the application (e.g. for AR) at UE can cause inter-PDU set jitter. For example, some PDU sets associated with base video frames (e.g. I-frames) can incur longer delays compared to differential frames (e.g. P-frames), hence causing inter-PDU set jitter. While the impact of jitter is more prominent in the DL, due to processing and handling of different types of video frame the presence of inter-PDU set jitter in UL is non-negligible.   
[bookmark: _Hlk110993670]Observation 4:	Due to application processing and handling of different types of video frame the presence of inter-PDU set jitter in UL is non-negligible
[bookmark: _Hlk111188172]Configuring the UE with SPS and/or CG can be useful for supporting periodic data transmissions in DL (e.g. video traffic) and UL (e.g. pose and video traffic). SPS/CG also allows minimizing the overhead associated with signaling of DCI during each data transmission occasion. In legacy procedures, SPS/CG is configured via RRC and activated/deactivated by gNB based on the knowledge of traffic pattern. The parameters of SPS/CG (e.g. periodicity, resource configuration per occasion) can be configured in UE to align with the traffic pattern. In the following, enhancements to CG/SPS for addressing the following issues are discussed
· Mismatch between the resource configuration per SPS/CG occasion and the PDU set size 
· Mismatch between the start/end time of each SPS/CG occasion and the PDU set arrival
2.1 Adaptations to number of PDSCHs/PUSCHs per SPS/CG occasion
As discussed in earlier section, the PDU set size may vary in each period due to application layer factors (e.g. type of video frames generated). When SPS is configured semi-statically to handle DL transmissions, there is a likelihood of the resource configuration per SPS occasion to be either insufficient or more than necessary, especially when handling PDU sets/data bursts with large standard deviation in payload sizes. A similar issue arises when handling UL transmissions of PDU sets using semi-statically configured CG resources. Any reconfiguration to SPS/CG configurations via RRC signaling can cause additional latency. For ensuring that the SPS/CG resources are not under-provisioned or overprovisioned, mechanisms for supporting multiple PDSCHs/PUSCHs per SPS/CG occasion and dynamic adaptations to the SPS/CG parameters (e.g. number of PDSCHs/PUSCHs per occasion) based on the XR traffic patterns should be discussed. 
In Rel-17, multi-PUSCH scheduling via single DCI is supported for FR 2-2. Such approaches can be extended for SPS and CG by supporting the configuration of multiple PDSCHs/PUCCHs per SPS/CG occasion for FR1 and FR2-1. For periodic DL transmissions, depending on the XR traffic pattern info such as periodicity, expected number of PDUs per PDU set and PDU set QoS (e.g. PSDB), an initial number of PDSCHs per SPS occasion can be configured in the UE. Based on the arrival of actual DL PDU sets, adaptations in terms of increasing or decreasing the number of PDSCHs per SPS occasion can be dynamically signaled to UE (e.g. in DCI).   
Similarly, for periodic UL transmissions, the UE can be configured with an initial number of PUSCHs per CG occasion. When the TB size or number of TBs carrying the PDUs of PDU set are larger or smaller than the initial PUSCHs, the UE can send an indication to gNB (e.g. via UCI or in the first PUSCH) for changing the number of PUSCHs per occasion. The UE may decide to send the indication to increase by a certain number of PUSCHs, for example, when the initial PUSCHs are insufficient and none of the PDUs of the PDU set can be delayed to the next CG occasion. Likewise, when the PDU set can be accommodated within fewer than the initial PUSCHs, UE can indicate to gNB to skip some of the PUSCHs. The gNB can then dynamically signal (e.g. in DCI) the increase/decrease in the number of PUSCHs per CG occasion. 
Proposal 1:	Support configuring multiple PDSCHs/PUSCHs per SPS/CG occasion
Proposal 2:	Support adaptation (e.g. via DCI) for increasing/decreasing the number of PDSCHs/PUSCHs per SPS/CG occasion
Proposal 3: 	Support UE requesting adaptation to the number of PUSCHs per CG occasion
[bookmark: _Hlk111188661]In both DL and UL, for minimizing the amount of signaling, whether the single indication (e.g. single DCI) can be applied for adapting the number of PDSCHs/PUSCHs for multiple occasions should be studied.  
[bookmark: _Hlk111189059]Proposal 4: 	Study single DCI for dynamically adapting the number of PDSCHs/PUSCHs for multiple SPS/CG occasions
2.2 Adaptations to time shift SPS/CG occasions
When PDU sets are generated at an application frame rate (e.g. 60 fps, 120 fps), the non-integer periodicity results in misalignment with the integer periodicity of the SPS/CG configuration. As a result, the periodic occasions of the SPS/CG configurations should be adjusted to realign with the XR traffic pattern. On the other hand, the arrival of the PDU sets may also be impacted by jitter. Depending on how close the PDU sets arrive with respect to the PDSCH/PUSCH resources in the SPS/CG occasions, certain adjustments may be needed for realignment of the occasions. 
To address the timing misalignments, the UE can be configured with multiple offset time values that can be used for time shifting the resources with respect to their occasions. Based on the PDU set arrival, adaptations in terms of advancing/delaying the resources by any of the configured offset time values can be dynamically signaled to the UE. To minimize the overhead, especially when time shifting the resources for a large data burst, whether single DCI can be used for shifting the resources for multiple SPS/CG occasions should be discussed.   
Proposal 5:	Support adaptation (e.g. via DCI) for time shifting the resources in a SPS/CG occasion (e.g. advancing or delaying) by an offset time value
Proposal 6: 	Study single DCI for dynamically time shifting the resources for multiple SPS/CG occasions
2.3 Combination of CG and DG
In another approach, when the UE is configured with CG (e.g. fixed periodicity, fixed number of PUSCHs per occasion), any of the adaptations to the resources according to the traffic pattern may be handled by triggering request for DG (e.g. via SR/BSR). For example, when the PDU set payload size is larger than the CG grant size, the UE may trigger request for DG to increase the CG resources. Similar DG request may be sent when a PDU set arrives much earlier than the next CG occasion. In both cases, how to trigger the SR for DG in a timely manner such that the allocated DG and CG resources are sufficient, and time aligned for meeting the PDU set level QoS should be discussed. It is also beneficial to study how to control the number of requests for DG when configured with CG for minimizing overhead. 
[bookmark: _Hlk110993730]Proposal 7:	Study mechanism for triggering DG request (e.g. SR) when the UE is with configured CG resources based on certain conditions (e.g. when CG resources are unable to accommodate changes to XR traffic pattern)

2.4 UE-initiated SPS parameter adjustments
When supporting split rendering applications (e.g. VR, AR), the UE sends pose and/or video traffic in UL, and in response, receives the pre-rendered video traffic in the DL. For ensuring adequate user experience, after sending the UL data, the DL data should be received within a maximum RTT latency (e.g. corresponding to motion-to-render-to-photon latency). Since the UE is both the source and destination of the UL and DL traffic, the higher layers in UE can determine the traffic pattern expected in DL (e.g. payload sizes of DL PDU sets, arrival time of DL traffic) based on the traffic transmitted in UL and knowledge of RTT latency. 
In these scenarios, when identifying that the configured SPS parameters (e.g. periodicity, number of PDSCHs per occasion) are not suitable for handling the traffic pattern expected in DL, the UE can send an indication to gNB to request certain adaptation to the SPS parameters. For example, the UE can send a dynamic indication (e.g. in UCI or MAC CE) for changing the SPS parameters (e.g. increase/decrease number of PDSCHs per occasion) for receiving the DL traffic within the RTT latency. 
Proposal 8:	Support UE requesting dynamic adaptation to SPS parameters (e.g. number of PDSCHs per occasion) for receiving DL traffic
2.5 Multiple active CG configurations
During Rel-17 evaluations [2], performance evaluations for XR applications with multiple flows indicated a significant drop in capacity compared to applications with single flow. This is due to the increase in total traffic load per UE and the need to support multiple QoS for different traffic flows (e.g. high periodicity for pose/control data and high throughput + low latency for video data for UL AR). In this case, how to realize capacity improvements when supporting different traffic flows/patterns should be discussed.  
[bookmark: _Hlk111190475][bookmark: _Hlk111190645]In one approach, it can be beneficial to support multiple active CG configurations corresponding to the different traffic patterns of the multiple flows. For example, when handling a flow with small payload sizes and another flow with large payload sizes, dedicated CG configurations with low/high number of PUSCHs per occasion can be used instead of a single CG configuration with high periodicity and/or high number of PUSCHs for supporting multiple flows. In Rel-16, multiple active SPS configurations are supported. Such approach can be extended for CG for supporting multiple XR traffic flows/patterns. For example, the UE can be configured to use multiple active CG configurations, each with a different set of parameters (e.g. different PUSCH allocations, different start symbol time offset per CG occasion). When configured with multiple active CGs, it is beneficial to dynamically activate/deactivate multiple CG configurations at once (e.g. with single DCI) for matching with the traffic patterns of different flows and for reducing overhead.  
[bookmark: _Hlk110993062]Proposal 9:	Support multiple active CG configurations (e.g. with different set of parameters) for handling multiple flows with different traffic patterns
[bookmark: _Hlk111190815]Proposal 10:	Support dynamic activation/deactivation of multiple CG configurations (e.g. with single DCI)
In another approach, the UE can be configured with multiple CG configurations different parameters (e.g. periodicity, number of PUSCHs per occasion) associated with handling different types of PDU sets (e.g. I-frames or P/B frames). When transmitting UL data (e.g. PDU set carrying I-frame data) using an initial CG configuration over a number of CG occasions, the higher layers in UE may determine the traffic pattern for the UL data in next set of CG occasions (e.g. based on GOP structure and frame rate). This information can be used by the UE for identifying other preconfigured CG configurations (e.g. with different periodicity or number of PUSCHs per occasion) that match with the traffic pattern of the next UL data. The UE can send in a dynamic indication to gNB on the identified CG configurations that can be used for transmitting the next UL data. The gNB can then dynamically activate/deactivate the CG configurations in the UE for supporting the UL transmissions.  
Proposal 11:	Support UE requesting dynamic activation of multiple preconfigured CG configurations
Dynamic Grant Enhancements
The use of DG provides flexible allocation of resources during UL transmissions while accounting for variable PDU set payload sizes and jitter. In legacy procedure, the UE triggers SR and sends BSR indicating the amount of payload available in the buffer when requesting for DG. For PDU sets, whether similar mechanism based on triggering of SR/BSR can be used for meeting the PDU set level QoS with DG should be studied. Triggering BSR periodically based on the arrival of PDU sets and receiving the DG in DCI can result in high signaling overhead. For PDU sets with large payload PDU sizes, it is possible that the SR/BSR may be triggered more frequently for requesting multiple DGs. When some of the PDUs/PDU sets arrive later than others (e.g. due to jitter), triggering SR/BSR based on PDU arrival as in legacy procedure can result in not only high overhead but possibility of not meeting the PSDB due to scheduling latency (e.g. for multiple transmissions of SR/BSR and DCI).  
[bookmark: _Hlk110993676]Observation 5:	When handling PDU sets, triggering SR/BSR based on data arrival as in legacy procedure can result in not only high overhead but possibility of not meeting the PSDB due to DG scheduling latency
For minimizing the scheduling latency and overhead when transmitting PDU sets with different payload sizes in one or multiple TBs, it can be beneficial for allocating multiple PUSCHs with a single DCI. For this, Rel-17 support for multi-PUSCHs scheduling for FR 2-2 can be extended to FR1/FR2-2. However, for ensuring that the multiple PUSCHs match well with the traffic pattern associated with the UL PDU set sizes and arrival times, some enhancements to the DG allocation can be considered. For example, the DCI that is used for allocating the multi-PUSCHs may indicate different parameters, including different number of PUSCHs per allocation, and DG allocation pattern for recurring allocations (e.g. DG allocation over different time instances) and duration for DG allocation pattern. 
Such allocation may be supported based on the dynamic information on the traffic pattern provided by the UE to gNB. For example, the UE may be aware of the traffic pattern associated with the PDU set (e.g. number of PDUs of PDU set, expected arrival time of PDUs) based on markings in some of the first PDUs of the PDU set (e.g., PDU header). Such info can be provided to the gNB in an enhanced BSR associated with PDU set. The gNB can then indicate in DCI different parameters including a recurring DG allocation pattern that is aligned with the timings when the PDUs of PDU sets are expected to arrive and be ready for UL transmission. 
[bookmark: _Hlk110993696]Proposal 12:	Support UE providing traffic pattern info associated with PDU sets (e.g. in enhanced BSR) when requesting for DG
Proposal 13: 	Support DG enhancement for single DCI indicating multiple DG allocations (e.g. multiple PUSCHs, timing pattern for recurring DG allocations)
[bookmark: _Hlk101735739]Simulation Results
In this section, system level simulation (SLS) results on capacity performance for the single stream traffic models in the DL are provided. The SLS are performed using baseline evaluation assumptions and parameters as listed in TR 38.383 (Section 7), and the downlink system capacity evaluations are presented. 
System capacity is defined as the maximum number of supported UEs out of which at least Y% of UEs are satisfied (e.g., PDB and PER requirements are met for all DL traffic streams), where Y=90 (baseline) is used in the simulations. In all scenarios, a UE is declared satisfied if more than 99% of packets are successfully transmitted within the PDB values for CG and AR/VR applications.
The baseline schemes used in the evaluations are:
· DG with PF scheduling
· Single PDCCH schedules 1 PDSCH
· Overhead: 2 PDCCH symbols per PDSCH
· SPS
· Configured with 1 PDSCH per SPS occasion
· Periodicity: 10ms
The enhancement resource allocation schemes evaluated in the simulations are:
· Enhanced SPS
· Configured with 2 PDSCHs per SPS occasion
· Periodicity: 10ms
· DG with resource sharing
· gNB ensures that all packets (and hence UEs) are allocated equal number of resources at every scheduling time instance. This guarantees all UEs have some resources.
· DG with multi-PDSCHs
· Single PDCCH schedules up to 4 PDSCHs
· Overhead: 4 PDCCH symbols for 4 PDSCHs

5.1. Indoor Hotspot
DL system capacity for Indoor hotspot (with parameters as defined in Table 1 in Annex) is evaluated for FR1 (4 GHz) using SU-MIMO with DG (baseline), SPS (baseline), Enhanced SPS, DG with resource sharing and DG with multi-PDSCH based scheduling.
Figure 1 shows the results for InH for CG at 30 Mbps. The results demonstrate that resource sharing with multi-PDSCH scheduling yields the best user satisfaction in both low and high load scenarios. The achievable capacity is >10 UEs per cell for this scheme, compared to other schemes (9 UEs/cell for resource sharing, < 7 UEs/cell for SPS and enhanced SPS). An additional observation from the plots is the improvement in results from SPS to Enhanced SPS. In the case of DG, the UE can receive scheduling assignments/grants in any subframe, giving the network flexibility in assigning resources to the UE, at the cost of transmission of resource allocation information on PDCCH in every subframe resulting in high control overhead. PDSCH resources for SPS are configured with RRC signaling and activation via DCI, effectively enabling control signaling transmission only once and reducing the overhead. As seen in Figure 1, this reduction in overhead comes at the expense of the overall system capacity due to a mismatch between the resource configuration per SPS occasion and the large payload size of the XR traffic as well as a mismatch between start/end time of each SPS occasion and the XR traffic arrival time. Enhanced SPS yields better capacity results as compared to SPS as it uses two PUSCHs (v/s one slot for baseline SPS) for the transmission of the resource allocation information, making it more adapted to the dynamic traffic pattern and reducing the impact of the mismatch when compared to baseline SPS.
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Figure 1: FR1 DL CG results for Indoor Hotspot scenario at data rate of 30 Mbps
Dynamic Scheduling/DG prioritizes packets from the user that have the earliest arrival time, leading to possible bottlenecks usually experienced at high loads when there is a high number of packets in the system across multiple UEs. This results in packets failing to meet their respective PDB requirements, leading to a drop in the overall system capacity. On the other hand, DG scheme with resource sharing does not operate on a strictly first-come-first serve basis, taking into account the PDB requirements of the packets as well. This results in a better overall capacity performance, especially at higher loads. The DG with multi-PDSCH scheme provides multiple PDSCH in one allocation and yields the overall best capacity performance due to maximum adaptation/alignment of the scheme to the large payload sizes for XR traffic.   
Figure 2 shows the results for InH for AR at 30 Mbps. As expected, the lower PDB (10ms) for AR traffic results in a drop in the achievable overall system capacity compared to CG with a more relaxed PDB (15ms).  In this case, DG with multi-PDSCH based scheduling yields the best capacity (7 UEs/cell), closely followed by DG with resource sharing (7 UEs/cell) compared to the baseline DG scheduling with PF (5 UEs/cell). Figure 3 shows the results for InH for AR at 45 Mbps. As expected, the high data rate (45 Mbps) and stringent PDB requirements (10ms) result in the lowest capacity of all traffic scenarios for Indoor Hotspot. DG with multi-PDSCH based scheduling provides the best system capacity performance (4 UEs/cell) compared to all the other schemes where the maximum number of UEs/cell that can be supported is 3. As has been consistently observed with other scenarios, baseline SPS without any additional enhancements/adaptations to XR traffic yields the lowest results.
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Figure 2: FR1 DL AR results for Indoor Hotspot scenario at data rate of 30 Mbps
[image: Chart, bar chart

Description automatically generated]
Figure 3: FR1 DL AR results for Indoor Hotspot scenario at data rate of 45 Mbps

5.2. Dense Urban
DL system capacity for Dense Urban (with parameters defined in Table 1 in Annex) is evaluated for FR1 (4 GHz) using SU-MIMO with SPS, Enhanced SPS, DG with resource sharing and DG with multi-PDSCH based scheduling. Figure 4 shows the results for CG at 30 Mbps. DG with multi-PDSCH scheduling yields the best overall system capacity (9 UEs/cell), closely followed by the DG with resource sharing scheme (9 UEs/cell).
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Figure 4: FR1 DL CG results for Dense Urban scenario at data rate of 30 Mbps
Figure 5 shows the results for AR at 30 Mbps. As expected, the lower PDB requirements (10ms) for AR traffic results in a drop in the overall capacity when compared to CG with the more relaxed PDB window (15ms) such that the best achievable system capacity in this case is 8 UEs/cell, recorded with the DG with multi-PDSCH scheduling scheme which has consistently been the best scheduling scheme across the different simulation scenarios.
Figure 6 show the results for AR at 45 Mbps. As expected, the high data rate (45Mbps) and stringent PDB requirements (10ms) result in the lowest capacity of all traffic scenarios for Dense Urban. DG with multi-PDSCH based scheduling provides the best system capacity performance (5 UEs/cell) followed by the DG with resource sharing scheme (4 UEs/cell). Performance of other scheduling schemes were observed to be low (3 UEs/cell for baseline DG, < 3 UEs/cell for SPS scheduling, 3 UEs/cell for enhanced SPS scheduling).
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Figure 5: FR1 DL AR results for Dense Urban scenario at data rate of 30 Mbps
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Figure 6: FR1 DL AR results for Dense Urban scenario at data rate of 45 Mbps

[bookmark: _Hlk111196833]Observation 6: 	SPS reduces the scheduling overhead when compared to dynamic scheduling/DG. However, without any enhancements, the stringent requirements for XR traffic (high data rate: 30/45 Mbps, low latency: 10/15 Mbps) result in low overall system capacity for SPS.
Observation 7: 	Enhanced SPS (e.g. multiple PDSCHs per occasion) achieves an improvement in overall capacity compared to baseline SPS, making the transmission scheme more adapted to XR traffic pattern.
Observation 8: 	The DG with resource sharing scheduling scheme lowers the probability of bottlenecks in the system by also taking into account the PDB requirements, resulting in improved system capacity, especially at higher loads.
Observation 9: 	The DG with multi-PDSCH scheduling scheme gives the overall best capacity performance due to maximum adaptation/alignment with XR traffic pattern (e.g. large payload sizes, different PDU arrival rates)
Conclusion
[bookmark: _Hlk101735808]In this contribution, the following observation are made:
Observation 1:	Achieving high system capacity in UL and DL when supporting XR traffic in different deployment scenarios (e.g. InH, DU) is extremely challenging
Observation 2:	PDU sets generated at each periodic occasion can consist of variable number of PDUs or payload sizes per PDU set. Multiple PDU sets may be transmitted in a data burst
Observation 3:	Due to data processing and congestion in network the PDU set transmissions in DL are impacted by intra-PDU set jitter and inter-PDU set jitter
Observation 4:	Due to application processing and handling of different types of video frame the presence of inter-PDU set jitter in UL is non-negligible
Observation 5:	When handling PDU sets, triggering SR/BSR based on data arrival as in legacy procedure can result in not only high overhead but possibility of not meeting the PSDB due to DG scheduling latency
Observation 6: 	SPS reduces the scheduling overhead when compared to dynamic scheduling/DG. However, without any enhancements, the stringent requirements for XR traffic (high data rate: 30/45 Mbps, low latency: 10/15 Mbps) result in low overall system capacity for SPS.
Observation 7: 	Enhanced SPS (e.g. multiple PDSCHs per occasion) achieves an improvement in overall capacity compared to baseline SPS, making the transmission scheme more adapted to XR traffic pattern.
Observation 8: 	The DG with resource sharing scheduling scheme lowers the probability of bottlenecks in the system by also taking into account the PDB requirements, resulting in improved system capacity, especially at higher loads.
Observation 9: 	The DG with multi-PDSCH scheduling scheme gives the overall best capacity performance due to maximum adaptation/alignment with XR traffic pattern (e.g. large payload sizes, different PDU arrival rates)
Based on these observations, the following proposals are made:
Proposal 1:	Support configuring multiple PDSCHs/PUSCHs per SPS/CG occasion
Proposal 2:	Support adaptation (e.g. via DCI) for increasing/decreasing the number of PDSCHs/PUSCHs per SPS/CG occasion
Proposal 3: 	Support UE requesting adaptation to the number of PUSCHs per CG occasion
Proposal 4: 	Study single DCI for dynamically adapting the number of PDSCHs/PUSCHs for multiple SPS/CG occasions
Proposal 5:	Support adaptation (e.g. via DCI) for time shifting the resources in a SPS/CG occasion (e.g. advancing or delaying) by an offset time value
Proposal 6: 	Study single DCI for dynamically time shifting the resources for multiple SPS/CG occasions
Proposal 7:	Study mechanism for triggering DG request (e.g. SR) when the UE is with configured CG resources based on certain conditions (e.g. when CG resources are unable to accommodate changes to XR traffic pattern)
Proposal 8:	Support UE requesting dynamic adaptation to SPS parameters (e.g. number of PDSCHs per occasion) for receiving DL traffic
Proposal 9:	Support multiple active CG configurations (e.g. with different set of parameters) for handling multiple flows with different traffic patterns
Proposal 10:	Support dynamic activation/deactivation of multiple CG configurations (e.g. with single DCI)
Proposal 11:	Support UE requesting dynamic activation of multiple preconfigured CG configurations
Proposal 12:	Support UE providing traffic pattern info associated with PDU sets (e.g. in enhanced BSR) when requesting for DG
Proposal 13: 	Support DG enhancement for single DCI indicating multiple DG allocations (e.g. multiple PUSCHs, timing pattern for recurring DG allocations)
Annex
The following show the parameters from TR 38.838 [2] used in system level simulations for XR.
Table 1: Assumptions for System-level simulations
	Scenario
	Indoor hotspot
	Dense Urban

	Layout
	120m x 50m
ISD: 20m
TRP numbers: 12
	21 cell with wraparound
ISD：200m

	Carrier frequency
	FR1:4GHz
	FR1:4GHz


	Bandwidth
	FR1:100MHz
	FR1:100MHz


	Subcarrier spacing
	FR1: 30 kHz
	FR1:30kHz

	BS height
	3m
	25m

	UE height
	hUT=1.5 m

	BS noise figure
	FR1: 5 dB
	FR1: 5 dB


	UE noise figure
	FR1: 9 dB
	FR1: 9 dB

	BS receiver
	MMSE-IRC
MMSE-IRC

	UE receiver
	

	UE speed
	3 km/h

	Channel estimation
	Realistic

	MCS
	Up to 256QAM

	BS antenna pattern
	Ceiling-mount antenna radiation pattern, 5 dBi
	3-sector antenna radiation pattern, 8dBi

	UE antenna pattern
	FR1: Omni-directional, 0 dBi,
	FR1: Omni-directional, 0 dBi,


	TX power 
	gNB: FR1: 24dBm/20MHz;

	gNB: FR1:44dBm/20MHz

	gNB antenna configuration 
	gNB:
· FR1:32Tx antenna port, (M,N,P,Mg,Ng; Mp,Np)=(4,4,2,1,1;4,4), (dH, dV) = (0.5, 0.5)λ
The antenna tilt is 90 degrees.
	gNB: 
· FR1:64 Tx antenna port, (M,N,P,Mg,Ng; Mp,Np)=(8,8,2,1,1;4,8), (dH, dV) = (0.5λ, 0.5λ)
The antenna tilt is 12 degrees.

	UE Tx power
	Max Tx power: 23 dBm, (P0 = -90, alpha = 1.0)
	Max Tx power: 23 dBm, (P0 = -74, alpha = 0.6)

	UE antenna configuration
	UE: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	UE distribution
	100% of users are indoor 3km/h
	80% of users are indoor, 20%of users are outdoor

	Number of UEs per cell
	Up to 12
	Up to 8

	Transmission scheme
	Reciprocity-based precoding

	Scheduling Algorithm
	DL: SU-MIMO with PF

	TDD Frame structure
	DDDSU (D:10D:2G:2U)

	Target BLER
	10% first transmission BLER

	HARQ/repetition
	3 HARQ retransmission

	Channel estimation
	Realistic Channel estimation

	CSI acquisition
	Realistic, CSI report periodicity 20ms, CSI processing delay is 4ms. CSI quantization

	Overhead
	3 symbols per 14 symbol (2 symbol PDCCH+1 symbol DMRS)

	UE receiver
	MMSE-IRC



Table 2: DL Traffic models for CG/AR/VR evaluations
	
	
CG
	
VR
	
AR

	Data Rate
	30Mbps (baseline) @60fps
	30Mbps (baseline), 45Mbps @60fps
	30Mbps (baseline), 45Mbps @60fps

	FPS
	60 fps (baseline)
120 fps (optional)
Other values, e.g., 30, 90 fps can be also optionally evaluated. 

	Packet Arrival Distribution (single video stream)
	Periodic (with periodicity = 1/fps)
- Each packet k corresponds to set of IP packets belonging to video frame k
- Jitter (with random distribution) is added to arrival slot of each packet k

	Packet Size Distribution
	Truncated Gaussian distribution 
- Mean: Derived from average data rate and fps as: (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
- STD: [10.5% of Mean]
- Max packet size: [150% of Mean]
- Min packet size: [50% of Mean]

	Air Interface PDB
	
15ms (baseline)
	
10ms (baseline)

	
10ms (baseline)


	Jitter (single video stream)
	Arrival time of packet k is k/X x 1000 [ms] + J [ms], where X is the given fps value and J is a random variable (drawn from Truncated Gaussian Distribution)
- Mean: [0], STD: [2 ms], Range: [[-4, 4]ms] 



Table 3: UL Traffic models for CG/VR/AR evaluations
	 
	
Stream 1 (pose/control data)
(for CG/VR/AR)

	
Stream 2 (aggregated video)
(for AR) 


	Packet Arrival distribution
	Periodic: 4ms (no jitter)
	Periodic (periodicity: 1/60fps) (no jitter)

	Data rate
	0.2 Mbps
	10 Mbps

	Packet Size distribution
	100 bytes
	Truncated Gaussian, same parameters as DL (Table 2)

	Air Interface PDB
	10ms
	30ms

	Capacity KPI
[X, PDB]
	[99%,10ms] (baseline)
	[99%,30ms] (baseline)

	Jitter
	Periodic: 4ms (no jitter)
	Jitter: same model as for DL  



Reference
[1]	RAN1 chairman notes, RAN#109e, May 2022
[2] 	3GPP TR 38.838, “Study on XR (Extended Reality) Evaluations for NR (Release 17), Dec. 2021
[3]	3GPP TR 23.700-60, “Study on XR (Extended Reality) and media services (Release 18), v0.3.0, May 2022
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