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Introduction
In RAN1-109e, the evaluation methodology and assumptions have been agreed [1]. 
In this document, we present intermediate evaluation results and system-level simulation results on the benefits of a machine learning based approach for CSI enhancement relative to a Rel-16 Type II baseline.
We also present our observations on aspects including considerations for supporting higher rank, offline training scenarios, generalization aspects and intermediate KPI for higher.
Intermediate evaluation of AI/ML model performance
Table 1 below shows the GCS metrics from an ML CSF scheme, compared against 4 relevant parameter combinations of eType2. These simulations have been performed under the assumption of 4 RBs per sub-band with 13 sub-bands in 20 MHz BW.
The GCS metric has been computed per layer, on a sub-band basis, and as such it measures the compression loss at sub-band level. It does not measure the end-to-end loss between the RB level ideal beams and the reconstructed beams applied on each RB at the gNB. 
[bookmark: _Ref111152320]Table 1: GCS score comparison (ML CSF vs eType2 with relevant parameter combinations)
	
	Mean GCS Values

	
	ML CSF
	eType2 PC=3
	eType2 PC=4
	eType2 PC=5
	eType2 PC=6

	Layer 0
	0.8963
	0.7882
	0.8226
	0.8314
	0.8419

	Layer 1
	0.8264
	0.6823
	0.7216
	0.7391
	0.7250

	Layer 2
	0.7603
	0.5373
	0.5758
	0.6104
	0.6162

	Layer 3
	0.7437
	0.4574
	0.5124
	0.5476
	0.5631



Equivalent MSE is defined as follows: 
Figure 1 and Figure 2 below show the gains from ML CSF for Sub-band GCS metric and its conversion to an equivalent MSE respectively. 
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[bookmark: _Ref111152479]Figure 1: Mean GCS score (eType2 vs ML CSF)
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[bookmark: _Ref111152490]Figure 2: Equivalent MSE (eType2 vs ML CSF)
System-level simulation results

Table 2 shows the simulation assumptions used in the evaluation. 

[bookmark: _Ref102036700]Table 2: Simulation Assumptions
	Parameter
	Value

	Carrier Frequency
	4 GHz

	Scenario
	Dense Urban

	Bandwidth
	20 MHz

	Sub-carrier Spacing, Sub-band size
	30 KHz, 4 RBs/Sub-band (13 SB/Bandwidth)

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8)
(dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2)
(dH,dV) = (0.5, 0.5)λ 

	Channel Estimation
	Ideal for CSI-RS, 
Realistic for demod

	Interference Estimation
	Realistic

	eType2 parameter combinations
	PC = 3 (similar PMI overhead for Rank 1,2 as ML CSF)
PC = 4, 5, 6 (similar intermediate KPI for Rank 1)



In our system simulations, the PMI overhead for ML CSF increases linearly with rank, unlike in the case of eType2. 
Full buffer simulations 
Table 3 below shows the mean cell throughputs from various eType2 and ML CSF schemes for full buffer traffic. For MU-MIMO, we observe a gain of 14% (PC6) to 25% (PC3) with ML CSF depending upon the baseline eType2 chosen. At PC=3, eType2 and ML CSF have similar PMI overheads for Rank 1 and 2. 
At PC6, eType2 and ML CSF have similar intermediate KPIs for Rank 1, however, eType2 requires more than 2x the PMI overhead as ML CSF (see Figure 4 below). 
[bookmark: _Ref111152625]Table 3: Mean Cell Throughputs
	MU-MIMO Throughputs vs. UL overheads

	Scenario
	Mean Cell Tput (Mbps)
	5%-ile Throughput (Mbps)
	UL Overheads (PMI portion) (for Rank 1,2,3,4)

	eType2 PC3 (similar PMI OH as ML CSF for Ranks 1, 2) 
	13.23
	2.46
	(117, 234, 234, 234)

	eType2 PC4
	14.13
	2.81
	(175, 350, 350, 350)

	eType2 PC5 
	14.34
	2.96
	(233, 466, 466, 466)

	eType2 PC6 (similar KPI as ML CSF for Rank 1)
	14.48
	3.04
	(286, 572, 572, 572)

	ML CSF
	16.61
	3.54
	(128, 256, 384, 512)



At the 5%-ile, we observe gains of 16-43% for MU-MIMO. The throughput CDFs, in Figure 3 below, show the gain from ML CSF over various eType2 parameter combination cases. 
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[bookmark: _Ref111152689]Figure 3: UE Throughput CDF (x-axis in Log scale)
Figure 4 shows mean cell throughputs as a function of the average UL overhead (PMI portion). ML CSF outperforms eType2 across relevant parameter combinations. 
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[bookmark: _Ref111152725]Figure 4: ML CSF vs eType2: Cell Throughput vs UL overheads (PMI portion of CSF)

ML CSF provides mean throughput gains of 14-25%, and 5%-ile user throughput gains of 16-43% over eType2 with PC 3-6. 

Bursty Traffic simulations 
For Bursty Traffic scenario, we have used FTP Model 3, and varied the offered load per UE, in order to simulate different resource utilizations. We observe user experience gain from ML CSF at multiple resource utilization values. 
We vary the offered load using a file of fixed size (1 MB) with poisson inter-arrival rates between files being changed from 1 sec (8 Mbps) to 2 sec (4 Mpbs), and 5 sec (1.6 Mbps).
Table 4 and Figure 5 below show the mean user experience (burst download rate) for each of the scenarios. Note that the resource utilization falls for ML CSF compared to eType2. Since the bursts are downloaded faster, the resource utilization falls, in turn reducing the interference for other bursts in the system. This leads to a further improvement of the download rates.
[bookmark: _Ref111152849]Table 4: User Experience (Mbps) and Corresponding gNB Resource Utilizations (%)
	
	SU-MIMO Mean UE Burst Rates (Mbps)
	Resource Utilization (%)

	
	1.6 Mbps
	4 Mpbs
	8 Mbps
	1.6 Mbps
	4 Mbps
	8 Mbps

	eType2 PC3 (same OH)
	176.8
	94.4
	24.2
	10
	39
	88

	eType2 PC4
	181.4
	99
	26.6
	10
	38
	87

	eType2 PC5
	183.7
	101.6
	27.7
	10
	37
	87

	eType2 PC6
	184.4
	103
	27.9
	10
	37
	86

	ML CSF
	191.5
	113
	41.6
	9
	35
	80



[image: ]

[bookmark: _Ref111152876]Figure 5: Mean User Experience (burst download rate) (Mbps) (SU-MIMO). Each color represents a different offered load (1.6, 4 and 8 Mbps). Note the gains at the 3 resource utilizations marked with ellipses.
At fixed resource utilization of 20%, the mean user experience gain for ML CSF over eType2 is in the range of 3-7%. At 50% resource utilization, the corresponding performance gain is 7-13%. At 70% resource utilization, the corresponding performance gain is 10-15%. Note however, that a fixed resource utilization for eType2 and ML CSF implies that the latter is able to handle a greater amount of offered load than the former.
Table 5 and Figure 6 below show the 5%-ile user experience (burst download rate) for each of the scenarios. We again observe user experience gain from ML CSF at multiple resource utilization values. 

[bookmark: _Ref111152965]Table 5: 5%-ile UE Experience and gNB Resource Utilizations
	
	SU-MIMO 5%-ile UE Experience (Mbps)
	Resource Utilization (%)

	
	1.6 Mbps
	4 Mpbs
	8 Mbps
	1.6 Mbps
	4 Mbps
	8 Mbps

	eType2 PC3 (same OH)
	92.5
	33.4
	4.2
	10
	39
	88

	eType2 PC4
	95
	38.4
	4.5
	10
	38
	87

	eType2 PC5
	95.1
	38.8
	4.7
	10
	37
	87

	eType2 PC6
	99.5
	40.6
	4.8
	10
	37
	86

	ML CSF
	102.9
	47.5
	8.96
	9
	35
	80
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[bookmark: _Ref111152979]Figure 6: 5%-ile User Experience (burst download rate) (Mbps) (SU-MIMO). Each color represents a different offered load (1.6, 4 and 8 Mbps). Note the gains at the 3 resource utilizations marked with ellipses.
At fixed resource utilization of 20%, the 5%-ile user experience gain for ML CSF over eType2 is in the range of 2-10%. At 50% resource utilization, the corresponding performance gain is 11-29%. At 70% resource utilization, the corresponding performance gain is 6-17%. Again, note that a fixed resource utilization for eType2 and ML CSF implies that the latter is able to handle a greater amount of offered load than the former.
Figure 7 below shows the user experience as a function of UL overhead (PMI portion of CSF) for a variety of offered loads. At each offered load, ML CSF gives gain in user experience. 
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Figure 7: User Experience vs UL Overhead (PMI portion of CSF) for various offered loads

· Mean User Experience gains:
· At fixed resource utilization of 20%, the mean user experience gain for ML CSF over eType2 is in the range of 3-7%. 
· At 50% resource utilization, the corresponding performance gain is 7-13%. 
· At 70% resource utilization, the corresponding performance gain is 10-15%.
· 5%-ile User Experience gains:
· At fixed resource utilization of 20%, the 5%-ile user experience gain for ML CSF over eType2 is in the range of 2-10%. 
· At 50% resource utilization, the corresponding performance gain is 11-29%. 
· At 70% resource utilization, the corresponding performance gain is 6-17%.
 
Support for higher rank
In this section, we study options for ML-based CSI feedback using a two-sided model for the case of rank > 1. Specifically, we address the question of whether a different two-sided model is required for each spatial layer, or whether it is feasible to achieve good compression using the same two-sided model that can be applied to compress any layer. These options are presented in Figure 7:
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[bookmark: _Ref111114339]Figure 7: Options for supporting rank > 1
The option that uses a different model for each spatial layer would require the UE and gNB to store and switch among different models during inference operation. On the other hand, if a common model works for all layers, inference operation would be simplified. 
The SGCS achieved for each spatial layer for each of the two options is given below:
[image: ]
Figure 8: Common model vs. layer-specific model

The results indicate that using a single AI/ML model to compress any spatial layer does not cause any significant performance loss compared to training a different model for each layer.
 It is feasible to use a common two-sided ML model to compress different spatial layers with similar performance as using a different model for each layer.
Note that this implies it is possible to use the same model irrespective of the rank chosen. Each spatial layer corresponding to the chosen rank can be compressed using the common model one-by-one.
 It is feasible to use a common two-sided ML model for different values of the rank.
Comparison of offline training scenarios
In this section, we compare the performance of models trained under different scenarios for offline training in terms of the intermediate AI/ML model performance KPI. The scenarios compared are described below and are further discussed in our accompanying contribution [2].
· Centralized training: 
· UE-side model and NW-side model are trained by a single entity at the same time in a single training session
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Figure 9: Centralized offline training

· Distributed training: 
· UE-side model is trained by one entity and NW-side model is trained by another entity at the same time in a single training session
[image: ]
Figure 10: Distributed offline training

· Separate training: 
· UE-side model is trained by one entity and NW-side model is trained by another entity separately in different training sessions, with collaboration outside the training process to ensure compatibility of the two-sided models.
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Figure 11: UE-first separate offline training
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Figure 12: NW-first separate offline training
Single UE-side model, single NW-side model
We first consider the case of training the UE-side and NW-side model of a two-sided model involving one UE vendor and one NW vendor. In Section 5.2, we discuss the scenario of multiple vendors.
Distributed training
Since centralized training is managed by a single entity, the UE-side model structure and NW-side model structure can be chosen in a matched way – for example – both models can be chosen to have a transformer structure. With distributed training, if the two model structures are the same, the performance is expected to be essentially the same as centralized training. 
However, with distributed training, the UE-side and NW-side model structures are not disclosed but instead kept proprietary. This raises the question of whether it is feasible to achieve good end-to-end ML model performance of the two-sided model if the two structures are not matched – for example – if one side uses a convolutional neural network (CNN) while the other side selects a transformer-based architecture. We present results comparing these scenarios. 
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Description automatically generated]Figure 13: Distributed offline training is feasible

	
The result shows that the distributed offline training scenario results in an SGCS value of 0.825 even though the UE-side and NW-side model structures were mismatched (transformer and CNN). The centralized training which uses matched structure (CNN) for both UE-side and NW-side model achieves an SGCS of 0.829.
 Distributed offline training of the UE-side model and NW-side model is feasible even if the ML model structure of the UE-side and NW-side models are not matched.

Separate training 
Next, we present results on separate offline training of single-UE encoder and single gNB-decoder. In these results, we assume that both encoder and decoder are transformer NNs. The objective is to compress precoder vector ‘Vtarget’ to latent representation ‘z’ which is used to generate the reconstructed precoder vector ‘Vout’.
We have two flavors of separate training 
· UE-first separate training [2]:  In this approach, UE-encoder model is trained first and it is used to generate a training dataset (e.g., (z,Vtarget)). The gNB-decoder is trained based on this dataset using supervised learning. For example, gNB-decoder is trained by minimizing the cosine similarity between ‘Vtarget’ and output of gNB-decoder.
· gNB-first separate training [2]:  In this approach, the UE-side vendor provides a training dataset to the gNB-side training entity comprising the target CSI Vtarget. The gNB-decoder model is then trained and it is used to generate a training dataset (e.g., (z,Vtarget)). The UE-encoder is trained based on this dataset using supervised learning. For example, UE-encoder is trained to match ‘z’ and the output of UE-encoder.

Figure 14 shows the SGCS metric for UE-first separate training, gNB-first separate training, and centralized training baseline. The results show that UE-first separate training achieves almost same performance as centralized training. Additionally, gNB-first approach leads to lower performance compared to UE-first approach, which can be attributed to the fact that UE-encoder is trained by minimizing the loss in latent space, and not by minimizing the end-to-end loss. 
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[bookmark: _Ref111184721]Figure 14: Separate offline training (SGCS)

 Separate offline training of the UE-side model and NW-side model is feasible and has a similar performance as compared to centralized training of the two-sided model.
[bookmark: _Ref111108819]Generalization to multiple vendor scenario
We next discuss the aspect of generalization to a scenario with multiple models corresponding to different vendors. Specifically, we consider the case where a gNB interacts with multiple UE-side models. As discussed in [2], one option could be to develop a different NW-side model corresponding to each UE-side model. However, this comes with the need to switch among the models. To address this, we consider the problem of training a common NW-side model that is compatible with multiple UE-side models.
Distributed training
In the distributed offline training approach, the common NW-side model and UE-side models will be trained at different entities at the same time. The training entity of the NW-side model will interact with the training entities of each of the UE-side models during the training session to exchange training related information. The setup is shown for the case of 3 UE-side models in Figure 15:
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[bookmark: _Ref111117686]Figure 15: Distributed offline training of a single NW-side model and multiple UE-side models
We evaluated the ML-model performance for the case where the UE-side model structures are chosen to be transformer-based for the first two models and CNN-based for the third model. The resulting SGCS performance for the three UE-side models when working with a common NW-side model (transformer-based) is shown below in comparison to the case where a separate NW-side model was trained corresponding to each of the UE-side models. Figure 16 shows that the performance of the models is not affected by using a common NW-side model.

[image: ]
[bookmark: _Ref111153766]Figure 16: Distributed training: effect of common NW-side model for multiple UE-side models
It is feasible to use distributed offline training to train a common NW-side model together with separate UE-side models without any performance impact when compared to training a separate NW-side model for each UE-side model.

Separate training 
Next, we present results on the generalization of separate training to multiple-UEs. We consider UE-first approach, where each UE-side model is trained first and UE-side generates a training dataset which is shared with NW-side. A shared NW-side model is trained based on datasets collected from multiple UEs. 
There are different ways to design the shared NW decoder. In this simulation, we consider a shared NW decoder with UE specific customized layers. The UE specific customized layers are very simple and add little complexity to the original NW decoder.
In our simulation setup, we consider a shared transformer-based decoder at NW-side, a transformer-based encoder at UE1, and a CNN-based encoder at UE2. Each UE-side encoder is trained separately. Then, each UE-side generates a training dataset which is shared with NW-side, e.g., UE1 generates (z, Vtarget)UE1 and UE2 generates (z,Vtarget)UE2.  
Figure 17 shows the SGCS metric for separate training of two UE-encoders and a shared NW-decoder. We compare the separate training results with one-to-one centralized training of one UE encoder with NW decoder. Results show that separate training achieves comparable performance as one-to-one centralized training. 
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[bookmark: _Ref111184751]Figure 17: Separate training for common NW-side model and multiple UE-side models
 Separate offline training of a shared NW-side decoder model for multiple UE-side encoder models is feasible and has a similar performance as compared to centralized training of a separate NW-side model for each UE-side model.

Generalization
In this section, we present results on generalization ability of AI models. In NR, the number of subbands can be ranging from 1 to 19, and the subbands can be contiguous or non-contiguous. Also, in Type I, Type II and eType II codebooks, there are 13 antenna configurations with respect to number of antenna (CSI-RS) ports and the layout (N1 array in first dimension, N2 array in second dimension). In legacy PMI reporting, these variable configurations are supported by generating respective spatial compression matrix and frequency compression matrix (or by reporting PMI subband-by-subband in Type I/II codebook). In AI-based CSI feedback, the most straightforward way is to train specific AI model using dataset generated based on the specific configuration. In this sense, a huge amount of model needs to be trained and stored in server or device, and frequent switching among models maybe required per configuration and/or triggering. Thus, it is meaningful to study generalization ability of AI models to support variable configurations.
Training with mixed dataset
To achieve a good generalization ability, in the training phase, we mixed the dataset generated under variable configurations and fed them into the AI model, so that AI model would see sufficient variations in the training.
Exercise 1: Variable subband configurations with same payload
In this example, we consider a transformer-based AI model, and 2 training options. 
· NN0: The first option is only training the AI model using data sample with full subband configuration. This NN is considered as a baseline. 
· NN1: The second option is training the AI model using random subband patterns in addition to the full subband case. Arbitrary patterns are considered, e.g., randomly select N3 subbands from total 12 subbands where N3 ranging between 3 and 11. 
As shown in Figure 18, 3 cases are considered in testing, full-subband configuration (SB 0-11), second half of the total subband (SB 6-11), and random patterns. One can see that NN1 achieves robust performance across all testing cases. For the full subband configuration testing, NN2 even outperforms the specifically trained NN0. This implies that training mixed datasets could benefit each other.
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[bookmark: _Ref111184794]Figure 18: Results of Exercise 1
Exercise 2: Variable subband configurations with variable payload
In this example, we also consider a transformer-based AI model, and 4 training options. 
· NN0: The first option is only training the AI model using data sample with full subband configuration. This NN is considered as a baseline. 
· NN1: The second option is trained with the same data set as NN0. The difference is that two payload configurations are considered (i.e., encoder output dimension = 32 and 64) and are trained at the same time.
· NN2: The third option is training using contiguous patterns. The number of subbands are randomly generated between 3 and 12. In this case, if Nsb > 6, we consider encoder output dimension = 64, while 32 is considerd if Nsb <=6.
· NN3: The fourth option is similar to the third option except that arbitrary subband pattern is considered in the training. Still two payload configurations are applied per number of subbands.
Results of 5 testing cases are presented in Figure 19, i.e., full-subband configuration, contiguous subband configurations with Nsb > 6 and Nsb <= 6, arbitrary patterns with Nsb > 6 and Nsb <= 6. For full-subband case, one can see that NN1 (dimension=64) outperforms the baseline NN0 (dimension=64) because of the concurrent training of two payloads (dimension=64 and dimension = 32). The performance can be further improved by introducing contiguous patterns (NN2) and random patterns (NN3).
Besides, training using arbitrary pattern (NN3) yields good results for all cases. Training with contiguous pattern (NN2) yields good results for all contiguous case. Moreover, smaller subband configuration (Nsb <= 6) yields similar performance as the larger subband configuration (Nsb > 6) saving half payload.
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[bookmark: _Ref111184820]Figure 19: Testing results of Exercise 2
 Training with mixed variable subband configurations achieve robust performance across all possible subband configurations including arbitrary number of subbands and arbitrary subband patterns.
 Training with mixed variable subband configurations outperforms specific training with specific subband configuration.
 Smaller number of subbands can achieve comparable results to the larger number of subbands with half of reporting payload.
Exercise 3: Variable gNB antenna configurations
In this example, we consider a transformer-based AI model, and 2 training options. 
· NN0: The first option is only training the AI model using data sample with 2x8 antenna configuration. This NN is considered as a baseline. 
· NN1: The second option is training the AI model using mixed data set of 2x8 antenna configuration and 2x4 antenna configuration.
Results of 2 testing case are presented in Figure 20, i.e., testing on 2x8 antenna configuration and testing on 2x4 antenna configuration.  Similar observation can be drawn as Exercise 1 that training with mixed datasets (NN1) benefit each other and outperforms the specific training case (NN0).
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[bookmark: _Ref111184843]Figure 20: Testing results of Exercise 3
Training with mixed antenna configuration achieves robust performance across all antenna configurations in the training. 
Training with mixed antenna configuration outperforms specific training with specific antenna configuration.
[bookmark: _Hlk111183923]For the evaluation of generalization of AI model to variable configurations, consider the following in data set generation:
· For subband generalization, generate N>=1 random patterns (either contiguous or non-contiguous) for each data sample in the training set. The full subband pattern can be used in addition.
· For antenna configuration generalization, mix data sample generated based on M antenna configuration with equal proportion.
· Same configuration in the testing set and training set
Discussion on evaluation methodology and KPIs
Traffic model
In the context of system-level evaluation, full-buffer traffic model provides useful insights on the system capacity when the load level is high. In a real system, the traffic patterns are difficult to predict and can fluctuate over time. There may be periods of time when the traffic load is very high. The system performance under full-buffer traffic model can be viewed as a way to understand how the system would react in such conditions. Based on this discussion, we propose to include the full-buffer traffic model case as a baseline case for evaluation.
Full-buffer traffic model should also be considered as a baseline traffic model for the evaluation of AI/ML-based CSI feedback enhancement.

Intermediate KPI for rank > 1
In this section, we discuss the intermediate KPI for the case of rank > 1. The intermediate KPI is a metric that measures the AI/ML model accuracy in terms of how well the output CSI matches with the target CSI during inference. 
Consider the case where the target CSI consists of the eigenvectors of the channel. For a given rank K, the eventual performance (for example throughput) depends only on the set of K eigenvectors, not on their order. Any intermediate KPI that is based on per-layer accuracy (such as GCS/SGCS) could have the issue that a layer reordering/mismatch can result in a low KPI value while the eventual performance may still be good.
If the ML model processes multiple eigenvectors together or uses the raw channel as the input, then there is a possibility that the output CSI may be reordered. AI/ML models that operates on one eigenvector at a time may not have a reordering issue. 
Considering these aspects, we discuss the following intermediate KPIs. Suppose  denotes the channel matrix on resource unit i,  denotes the rank,  denotes the total number of resource units,  denotes the matrix whose columns contain the target CSI, i.e., the eigenvectors corresponding to this channel, and  denotes the output CSI, i.e., the reconstructed version of the eigenvectors. 
· Chordal distance: This is defined as: 
Chordal Distance =   
Here ||.||F represents the Frobenius norm. When rank is 1, the chordal distance formula reduces to . Therefore, chordal distance may be viewed as a generalization of the SGCS-like metric to higher rank.
· Numerical spectral efficiency gap: This is defined as:
Numerical SE Gap =  
Here, SE(.) denotes the numerical spectral efficiency function which may be defined as follows:

where  denotes the SNR. Note that while this choice of the SE(.) function corresponds to optimal receiver-side processing, other choices may be considered to account for simpler receiver-side processing such as a linear receiver. 
The above metrics only depend on the set of vectors in the target and output CSI, and not on their ordering. Specifically, if the columns of  and  are not in corresponding order, the above metrics are not affected.
Chordal distance and numerical spectral efficiency gap metrics are not affected by a mismatch in the order of the eigenvectors between the target CSI and output CSI.
In addition, numerical SE gap is expected to be a good indicator of the spectral efficiency achievable in the end-to-end system-level evaluation. Based on this discussion, we propose the following:
Adopt the chordal distance and numerical spectral efficiency gap metrics as intermediate KPIs for rank >= 1.

Conclusions
In this document, we have discussed various evaluation results for the CSI feedback enhancement use case that show the benefits of a machine learning based approach for CSI feedback. We made the following observations:
1. ML CSF provides mean throughput gains of 14-25%, and 5%-ile user throughput gains of 16-43% over eType2 with PC 3-6. 
 
· Mean User Experience gains:
· At fixed resource utilization of 20%, the mean user experience gain for ML CSF over eType2 is in the range of 3-7%. 
· At 50% resource utilization, the corresponding performance gain is 7-13%. 
· At 70% resource utilization, the corresponding performance gain is 10-15%.
· 5%-ile User Experience gains:
· At fixed resource utilization of 20%, the 5%-ile user experience gain for ML CSF over eType2 is in the range of 2-10%. 
· At 50% resource utilization, the corresponding performance gain is 11-29%. 
· At 70% resource utilization, the corresponding performance gain is 6-17%.

 It is feasible to use a common two-sided ML model to compress different spatial layers with similar performance as using a different model for each layer.
 It is feasible to use a common two-sided ML model for different values of the rank.
 Distributed offline training of the UE-side model and NW-side model is feasible even if the ML model structure of the UE-side and NW-side models are not matched.
 Separate offline training of the UE-side model and NW-side model is feasible and has a similar performance as compared to centralized training of the two-sided model.
 It is feasible to use distributed offline training to train a common NW-side model together with separate UE-side models without any performance impact when compared to training a separate NW-side model for each UE-side model.
 Separate offline training of a shared NW-side decoder model for multiple UE-side encoder models is feasible and has a similar performance as compared to centralized training of a separate NW-side model for each UE-side model.
 Training with mixed variable subband configurations achieves robust performance across all possible subband configurations including arbitrary number of subbands and arbitrary subband patterns.
 Training with mixed variable subband configurations outperforms specific training with specific subband configuration.
 Smaller number of subbands can achieve comparable results to the larger number of subbands with half of reporting payload.
Training with mixed antenna configuration achieves robust performance across all antenna configurations in the training. 
Training with mixed antenna configuration outperforms specific training with specific antenna configuration.
Chordal distance and numerical spectral efficiency gap metrics are not affected by a mismatch in the order of the eigenvectors between the target CSI and output CSI.
We have the following proposals:
Proposal 1:	For the evaluation of generalization of AI model to variable configurations, consider the following in data set generation:
•	For subband generalization, generate N>=1 random patterns (either contiguous or non-contiguous) for each data sample in the training set. The full subband pattern can be used in addition.
•	For antenna configuration generalization, mix data sample generated based on M antenna configuration with equal proportion.
•	Same configuration in the testing set and training set
Proposal 2:	Full-buffer traffic model should also be considered as a baseline traffic model for the evaluation of AI/ML-based CSI feedback enhancement.

Proposal 3:	Adopt the chordal distance and numerical spectral efficiency gap metrics as intermediate KPIs for rank >= 1.

[bookmark: _Ref450583331]References
[1] [bookmark: _Ref111206650][bookmark: _Ref102033522][bookmark: _Ref101780587]RAN1 Chair’s notes, RAN1 #109-e
[2] [bookmark: _Ref111183344]R1-2207225, “Other aspects on AI/ML for CSI feedback enhancement”, Qualcomm Incorporated, 3GPP TSG RAN WG1 #110, August 2022.

5

image1.png
Mean GCS Score

0.9200

0.9000

0.8800

0.8600

0.8400

0.8200

0.8000

0.7800

Mean GCS Score (eType2 vs ML CSF)

50

100

150 200
PMI Bit overhead (Rank 1)

®cType2

® MLCSF

250

300

350




image2.png
10*log10(2-2*GCS)

Equivalent MSE

0.00

-1.00

-2.00

-3.00

-4.00

-5.00

-6.00

-7.00

-8.00

Mean GCS Score (eType2 vs ML CSF)

50 100 150 200 250
PMI Bit overhead (Rank 1)

®cType2
@ MLCSF

300

350




image3.png
CDF

10

0.8

0.6

0.4

02

0.0

Full buffer MU MIMO

ML CSF
€Type2, pc=3
€Type2, p
€Type2, pc=5
€Type2, p

0.0 05 10
UE Mean Tput (Log10) Mbps

15

2.0





image4.png
Mean Cell Throughput (Mbps)

o N B O ®

MU-MIMO: ML CSF vs eType2

A

AMLCSF
®cType2 PC3
® eType2 PC4
© eType2 PC5
®¢Type2 PC6

50 100 150 200 250 300 350 400
UL Overhead for PMI portion of CSF




image5.png
Mean User Experience (Mbps)

210

190

170

150

130

110

90

70

50

30

10

Mean User Experience Vs Resource Utilizations

—e—cType2 PC3
—e—cType2 PC4
—8—eType2 PCS
—8—eType2 PC6
—4—MLCSF

10

20

30 40 50 60 70 80 90
Resource Utilization (%)

100




image6.png
5%-ile User Experience (Mbps)

g

®
S

@
S

IS
S

~
S

5%-ile User Experience Vs Resource Utilizations

—e—ecType2 PC3
—8—cType2 PCA
—e—eType2 PCS
—8—eType2 PC6
—4— ML CSF

10

20

30 40 50 60 70 80 90 100
Resource Utilization (%)




image7.png
Mean User Experience (Mbps)

250

200

150

100

50

Bursty Traffic (User Experience vs UL Overhead (PMI portion)

offered load =

offered load =4 M

1.6

NS

bps

e

offered load = 8 Mbps

100

e |

200

300 400
UL Overhead (PMI portion)

600

AMLCSF
®¢cType2 PC3

eType2 PC4
® eType2 PCS
®cType2 PC6

700




image8.png
Vo ™ NN )-» Vo Vo = NN, = 9,
vy ™| NN P \71 vy = NN Vi

Different model for each layer

Common model for all layers




image9.png
Supporting rank > 1

m Common model  m Different model per layer

0.800
0.700
0.600
0.500
0.400
0.300
0.200
0.100
0.000

Layer 1 Layer2
SGCS

m Common model 0.755 0626

w Different model per layer 0.746 0621




image10.png
Single training entity for
NW-side model and UE-side model

&





image11.png
Training entity for Training entity for

NW-side model UE-side model
Target output
—
— =
. Gradient 4 >
! \
! \
! \





image12.png
Training entity for Training entity for
NW-side model UE-side model

@

. 2. Share training dataset

3. Train NW-side model !
1 \
1 \
1

\
1 \
UEs

N 1. Train UE-side model
\





image13.png
Training entity for Training entity for
NW-side model UE-side model

@

. 2. Share training dataset

1. Train NW-side model !
1 \
1 \
1

\
1 \
UEs

N 3. Train UE-side model
\





image14.png
SGCS: Distributed offline training

Matched model structures: both CNN

Mismatched model structures:
transformer + CNN

transformer

M o _

0000 0200 0.400 0.600 0.800 1.000

Matched model Mismatched model

aticmes both | structures: st . Matched model
ructures: ructures: transformer + 408 TR
transformer CNN

W SGCS 0.875 0.825 0.829




image15.png
SGCS

. _ oese

UE-first separate 0.864

Centralized 0.8647

0.75 077 0.79 0.81 0.83 0.85 0.87 0.89




image16.png
Training entity for
NW-side model

Activation
Target output

&
_

Training entity for
UE-side model 1

&

Training entity for
UE-side model 2

@

Training entity for
UE-side model 3

&





image17.png
Distributed offline training -
Multiple vendor scenario: SGCS

0.0 0.2 04 06 08 1.0

UE-side model 1 UE-side model 2 UE-side model 3
m 1-1 NW-side model 0.874 0.876 0.829

m Common NW-side model 0.884 0.885 0.832




image18.png
SGCS

0.900
0.880
0.860
0.840
0.820
0.800
0.780 mUE1
0.760 mUE2
0.740
0.720

0.700 . .
Centralized 1-to-1 UE-first separate

mUE1 0.863 0.866
mUE2 0.829 0.836




image19.png
095
09
0.85
08
0.75
07

B NNO, baseline
HNN1

SGCS

0.918
0.875 0.886
subband 0-11 sbband 6-11
0.875
0.886 0918

0.911

random pattern

0911




image20.png
095

09

0.85

08

0.75

07

W NNO, baseline
mNN1, (64)
mNN1, (32)
mNN2

B NN3

0.889

subband 0-11

0.875
0.883
0.82
0.889
0.893

SGCS

0.899 0.898

Nsb<=6,
contiguous,
dim=32

0.899
0.898

0904_4

089883 “ 0.893 0.882
||8 “ ‘ ‘

m:;‘;g'u | Nsb<=s,random,
dim=64 dim=32
0.904
09 0.882

0.899

Nsb>6, random,
dim=64

0.899




image21.png
SGCS
095

0.894
0.9 0.875  0.878

0.85
08

0.75

07
Ant=2x8 Ant=2x4

B NNO, baseline 0.875
ENN1 0.878 0.894




