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Part of the objective of the SID in RP-213599 [1] on study of the 3GPP framework for AI/ML for air-interface with regards to potential specification impact consists of:
	…
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.



In this contribution, we provide our views on the sub use case selection, model consideration and potential specification impact.
Classification of sub use cases
As in the SID, the related objectives are the following.
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 



	Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 





Discussions were raised on the context of the positioning use cases in the SID and on the necessity for categorization.  In our view, the SID is clear on the use case of positioning accuracy enhancements for different scenarios. The discussions is however required for the sub use cases which need to be finalized by RAN#98. The guideline in SID objectives clearly states that the AI/ML approaches for the selected sub use cases need to be diverse.

Within the AI/ML assisted positioning and Direct AI/ML positioning understudy aspects, following sub use cases can be foreseen:  
1) Measurement enhancements
2) ML based positioning with heavy NLOS conditions
3) Quality indicators and extracted features


Sub use case 1 – ToA/AoA measurement enhancements
Description  
The ToA/AoA measurement accuracy and reliability depends highly on the channel condition. The ToA/AoA measurements estimated with ML based technologies can enhance the positioning accuracy and increase the reliability in multipath challenging environments. For ToA, the impact of multipath signals arriving within the width of the “main lobe” was discussed as part of challenging scenario degrading the positioning performance despite the presence of a weak LOS path during the Rel 17 WI. Since high accuracy with high availability is required, channel effects in scenarios typical of real-world deployments cannot be disregarded. These effects may result from ground reflections and early clusters from objects close to the UE or TRP. 

 Details of model input and output and training phases
The ML model learns the spatial correlations of the multipath components with the first direct path of arrival (FDPoA) to identify the ToA of the FDPoA. During a training phase, the model learns to map a truncated CIR to a corresponding ToA. For measured CIRs (e.g.: the correlation function) with unknown ToA the model predicts the ToA or assists other methods. 
[image: ]
Figure 1 Sub use case 1 – ToA/AoA measurement enhancements: Training Phase
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Figure 2-  Sub use case 1 – ToA/AoA measurement enhancements: Estimation phase

Preprocessing/preparation of input data. In our evaluation we preprocessed the CIR in two variants: 
· Magnitude: The first variant uses the magnitude of the CIR to have 1D input sequence for the neural network, not exploiting the phase information of the signal. 
· IQ: The second variant uses IQ information of the CIR by creating a 2D vector with the stacked IQ parts. To stabilize the processing of the neural network, the input vectors are normalized with a constant factor. 
For both cases, a window for the CIR around a coarse estimate for the LOS path has been selected in the pre-processing step.
Training phase. For the training, a representative dataset has to be provided, representing CIR with similar propagation conditions and channel (i.e. bandwidth …) of the target environment. Furthermore, the training data shall cover a wide range of possible CIRs. The training data can be either captured by measurements or generated in simulation. If generated in simulation or available by the measurements, the known true ToA completes the data for high accuracy training. A careful selection of the channel parameter is required to ensure that also critical scenarios are well covered by the training. 
Estimation phase. After training the neural network, the model can be deployed on the target device to estimate TOA of the FDPoA for unseen CIRs. Like in the training phase, the CIRs have to be preprocessed before providing the signals to the neural network.

Observation 1: The AI/ML model for measurement enhancements can be trained on simulated data, the AI/ML model resulting from this use case can be generalized.
Potential specification impact of ML Positioning uses cases 
The ML model has to be trained and deployed at the NW side or the UE or TRP. Depending on the relevant architecture and position methods (UE-based, UE-assisted, network based) the requirements to the related interfaces must be studied. Assuming that a neural network model is trained using measurements, the related reporting shall cover the data relevant for ML/AI enhanced positioning. We consider especially two cases: 
· UE-based positioning: In this case the model may be deployed to the UE. The network may provide data for model maintenance or even assistance data for training (fine-tuning of the models or re-training). 
· LMF based positioning: In this case the UE (UE-assisted methods) or the TRP must provide sufficient data to the model. 

Proposal 1:  Support signaling and reporting enhancements on LPP / NRPPa to enable ML measurement approaches for accuracy improvements.

The impact on the estimation accuracy is discussed in [2]. Figure 1 shows the performance gain for AI/ML ToA estimation approach under challenging channel conditions. 
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[bookmark: _Ref111148784]Figure 3 - ToA performance with ML-Magnitude, ML-IQ and a classical approach in challenging LOS scenarios
To support the use of ML for measurement accuracy enhancements according to the evaluations identified in [2], we propose

Proposal 2:  Study the reporting enhancements to enable ML measurement accuracy including IQ reporting and selection criteria for the additional path reporting. 

Sub use case 2 - ML based positioning with heavy NLOS conditions 
Description  
In certain scenarios, e.g. InF-DH with dense clutter configurations, the performance of classical approaches depend on the presence of a sufficient number of TRPs with LOS conditions and a low geometric dilution of precision (DOP). Figure 2 shows a typical radio environment with challenging propagation conditions where the red rectangles indicate reflective walls or blockers.  In this scenario UE1 has enough connections to the existing TRP1:3 with a good geometric DOP, which enables localization using classical positioning algorithms. For UE2 the LOS is blocked for TRP1 and TRP3, which makes classical positioning challenging due to the lack of LOS links. To anyway enable localization in NLOS dominated areas, ML based direct positioning methods can be used. In this approach, the model trains mapping of the environment specific channel measurements to the corresponding position in the area.  
However, to create a fingerprinting database the positions of UE2 have to be estimated. For this, UEs with known positions with good propagation conditions, e.g. UE1, UE3 and UE4 can be exploited and used as temporal TRPs. This allows UE2 to locate itself in the NLOS dominated area for a restricted time and to create labels. This allows to create a fingerprinting database to enable positioning for UE2 with TRPs in NLOS conditions. 
[image: ]
[bookmark: _Ref101527615]Figure 4 - Example for NLOS positioning
 Details of input and output and training phases
ML based positioning methods require environment dependent training of the model. Typically, the input for the training is derived from the CIR and the user position. Additionally, the input can be incorporated with side information including LOS or NLOS information or input from additional sensors. An example of the workflow for the AI/ML model is provided in Figure 5.

[image: ]
[bookmark: _Ref110963820]Figure 5 – Example workflow for AI/ML direct positioning showing the training process and positioning procedure
Association and calibration spots (ACS)
Some of the main challenges in this use case are the acquisition of the right information/measurements and the validation of the ML models. Including association and calibration spots (ACS) to support the AI/ML model can assist in addressing these challenges. The ACS refers to a geographical region which is associated with information related to the channel characteristics governed in this spot. 
To acquire the relevant parts of the CIR, defined spots can provide association information to assist a UE or TRP to report the additional paths and direction information. Given that, the CIR may include information which can be used if the bouncing characteristics at a certain position is determinable by the training model without necessarily knowing the position of the scatterer. For example, a UE or TRP may be capable of reporting a configurable number of paths and the number of identified paths or directions is beyond the configured number of paths. The ACS can hence provide guidance for the UE or TRP, to associate the measurement paths and/or direction with the ACS information and identify the desired information for the measurement report. Figure 6 shows an example in which the ACS can help the device identify the relevant paths from the measured CIR.
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[bookmark: _Ref111208911][bookmark: _Ref111208905]Figure 6 – Example for using the ACS to identify the relevant parts of the CIR

Figure 7 shows one example on multiple ACSs distributed over an ML supported area. The calibration spots can serve a main role for monitoring and validating the applicability of the AI/ML model. For UE-B, ACS information can be vital to enable the UE to identify the model validity. 


[image: ]
[bookmark: _Ref110963921]Figure 7 - Association and calibration spots for AI/ML direct positioning


Proposal 3: Study improvements by introducing calibration and association spots (ACS) for AI/ML model operation, maintenance and verification.
[bookmark: _GoBack]Further aspects: ML assisted areas, virtual TRPs and Temporal PRUs
In areas where the number of TRPs received under LOS conditions is not sufficient or areas with low accuracy according to the DOP criterion (typically in the corners of an area) these methods may fail. For ML based concepts a gain is especially expected for “critical areas”, whereas the “traditional methods” provide sufficient accuracy for LOS areas. To reduce the effort for training it may be worthwhile to support ML based technologies only for areas where other technologies fail or provide a low accuracy only.
For the areas covered by the training data a high accuracy can be achieved. At the edge of the training area the performance degrades. It can be expected for NLOS scenarios that within a positioning area there will be multiple trained ML areas.
Observation 2:	For Positioning ML approaches trained with environment information a high accuracy is achievable, if the evaluation areas was covered by the training data.
 
The Virtual-TRPs are expected to have certain known behavior on the received signal at different location w.r.t transmitter and receiver position and antenna configuration. 
Surrounding UEs with different positioning capabilities or in better channel conditions provides some kind of temporal anchor or unit useful to identify relevant multipath components. The measurements can provide further information for the localization of devices in heavy NLOS areas. 
Proposal 4: Study in Rel-18 the following aspects to support AI/ML in challenging positioning environments: 
· Additional reporting for environment information in processing and training phase
· Identification of AI/ML assisted areas 
· Additional signaling needed for making use of Virtual-TRPs
· Temporal PRUs/anchors to enhance accuracy and maintain the AI/ML model 

Sub use case 3 -Quality indicators and extracted features: 
Estimates such as LOS/NLOS indicators, are helpful when more than the minimal number of measurements is available to determine a UE position. Additionally, delay or direction measurements can provide a reliability information on the measurement quality. These features or AI/ML enabled reports, are supported by Rel-16 and Rel-17 specification and hence enabled by implementation. As a result, the standardization effort shall however focus on aspects like the identification the AI/Models or applicability area rather than the realization of the features themselves.

Proposal 5: Prioritize the two sub use case of timing and/or angle of measurement and ML based positioning with heavy NLOS conditions.


Conclusion
We made the following observations and proposals in this contribution:

Observation 1: The AI/ML model for measurement enhancements can be trained on simulated data, the AI/ML model resulting from this use case can be generalized.

Proposal 1:  Support signaling and reporting enhancements on LPP / NRPPa to enable ML measurement approaches for accuracy improvements.

Observation 2:	For Positioning ML approaches trained with environment information a high accuracy is achievable, if the evaluation areas was covered by the training data.

Proposal 2:  Study the reporting enhancements to enable ML measurement accuracy including IQ reporting and selection criteria for the additional path reporting. 

Proposal 3: Study improvements by introducing calibration and association spots (ACS) for AI/ML model operation, maintenance and verification.
Proposal 4: Study in Rel-18 the following aspects to support AI/ML in challenging positioning environments: 
· Additional reporting for environment information in processing and training phase
· Identification of AI/ML assisted areas 
· Additional signaling needed for making use of Virtual-TRPs
· Temporal PRUs/anchors to enhance accuracy and maintain the AI/ML model 

Proposal 5: Prioritize the two sub use case of timing and/or angle of measurement and ML based positioning with heavy NLOS conditions.
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