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1 Background

  In RAN Plenary #94, 3GPP has agreed to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, including following objectives:
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gNB  

UE  

1.AI/ML Capability/Request   

2. AI/ML Capability Report  

3.Request information for  “ required ”   or  “ all mod els ”   in UE  

4.Report Requested AI/ML model repository.  

5.  Request to perform - Model Inference/Model Update  

AI/ML Model performance Monitoring  

6. Model performance feedback   

7. Model Roll back, Inference update or Model Training Required  

UE AI/ML   Capabi lity reporti ng  

AI/ML Model  Synchronization   

AI/ML Model Update/Upgrade  

AI/ML Model Training/Generation  

Based on UE’s AI/ML Model  Repository       (i) New model update,   (ii)Ex isting model upgrade     (iii) inference Update required   ( iv) Model Training   req ui re d.   ( v) No act ion required  

Based on Model performance  feedback gNB   decides one of  following.     (i) New model update,   (ii) Existing   model upgrade    

6. Model Inference/ Model U pdate Process   completed or Failed  

gNB inquire about UE’s AI/ML  Capabilities   as part of UE capability  request  

Based on requirements gNB either  request   for all model information or  specific model.  

Based on the objective, it is necessary to discuss framework of AI/ML application. In RAN1 #109-e meeting, the following agreement has been made for AI/ML collaboration level:

Agreement

Take the following network-UE collaboration levels as one aspect for defining collaboration levels

1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings

FFS: Clarification is needed for Level x-y boundary 
In this paper, we have discussed about required processes and steps required for AI/ML Model/inference usage to make the overall framework more concrete.

2 Discussion on categorization of collaboration level of AI/ML usage in Air Interface.

 In Table 1, we describe our understanding of the features for each collaboration level. 

Table 1 Collaboration level category 

	Collaboration Level Category
	Collaboration 
	gNB role

	UE role

	Standards Impact

	Level x:
Implementation
	AI/ML is fully implementation based 
	Implementation specific Built in AI/ML Models
	Implementation specific Built in AI/ML Models
	None

	Level y:
Information exchange


	AI/ML usage without Model transfer.
Information exchange between gNB and UE for AI/ML usage.

Model Training at gNB or UE.
	Update AI/ML Model/inference & related parameters.
Provide AI/ML model/inference tuning parameters to UE.

Model training at gNB.
	Update AI/ML Model /Inference & related parameters.
Provide parameters for tunning of AI/ML at gNB.
Model training at UE
	Define model assistance information exchange and model parameter /Inference updates from UE to gNB and vice versa
Define framework to provide feedback on model performance from UE to gNB.
Define framework for model training (Based on UE capability)

	Level z:
Model Exchange


	Model exchange between gNB and UE.
Model update from external repository.
	Transfer AI/ML model to UE.
Update or download new models from repository.
	Transfer AI/ML model to gNB.
Download model from gNB.
Update or download new models from repository.
	Define framework to Initiate, transfer & Validate AI/ML model between gNB and UE.


Level x: No collaboration

Since there is no message signalling is necessary to conduct this collaboration level, this level of AI/ML application can be studied only for feasibility purpose.

Level y: Signalling-based collaboration without model transfer

In this collaboration level, various kind of information exchange can be considered. Regarding the actual information shared between network and UE, multiple types of information can be assumed:

a. AI/ML assistant information

i. Parameter(s) for tuning AI/ML model/inference

ii. Parameter(s) to control AI/ML functionality application

b. Indication of the necessity to update AI/ML model
Our understanding of the agreed categorization is to classify the impact of standardization in terms of signaling specification. In order to discuss necessary signaling further for Level y, it is necessary to clarify further based on how the above information is signalled. 
Level y-1: NW based AI/ML application
All of the AI/ML related function is on NW except for measurement function at UE side. UE may report necessary measurement information to NW

Level y-2: Hybrid based AI/ML
Both NW and UE play some parts of role for AI/ML operations, including learning, inference, model management and so on. Details and feasibility of this level should be studied further.

Level y-3: UE based AI/ML
All of the AI/ML related function is on UE except for some measurement function at NW side. NW may indicate necessary measurement information to UE. 

Level z: Signalling-based collaboration with model transfer

In this level, NW can manage the model UE use for AI/ML operation. Learning can be done mainly at NW side, and resulting updated model can be notified to UE. To realize this level, common data format for AI/ML model is needed. 

For the purpose of discussion of signalling necessary for AI/ML collaboration, the deployment of AI/ML functionality should be defined at least to decide the direction of signaling. Therefore, we consider the above further classification of the collaboration level y is beneficial for future discussion.

Observation 1

In terms of the AI/ML deployment, it is possible to further classify the agreed collaboration level.

Proposal 1 

Further clarify the AI/ML collaboration Level y as follows:

· Level y-1: NW based AI/ML application

· Level y-2: Hybrid based AI/ML

· Level y-3: UE based AI/ML

3 Discussion on AI/ML Model Life Cycle Management

As the AI/ML application should be adjusted according to the change in various factors like radio environment, network deployment, user distribution, and so on, life cycle management (LCM) is an essential part to realize adaptive application of AI/ML. 
Observation 2
E2E AI/ML lifecycle process and requirements need to be studied from gNB to UE collaboration perspective.

In Figure 1, we show an overview of LCM as an example. 

AI/ML Capability

To decide AI/ML application class, UE’s capability to process AI/ML is necessary from NW side. Hence this signaling may be necessary.

AI/ML Model Synchronization (Necessary Information Exchange)

Based on the UE AI/ML capability, NW can configure UE with necessary parameter indication, or UE can notify UE about necessary information in response to the request from NW.

Model Update/Upgrade
Based on UE’s AI/ML Model Repository, the following procedure may be applied: 
(i) New model update,

(ii) Existing model upgrade, 

(iii) Inference update,

(iv) Model training.

Performance Monitoring, Model Training
Based on Model performance feedback, based on KPI evaluated, gNB can perform one of the following actions.

(i) New model update,

(ii) Existing model upgrade,

(iii) Inference update,

(iv) No action,

(v) Model training.
Based on the LCM explained above necessary features for study are proposed as follows.
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Proposal 2
AI/ML Model Synchronization method need to be defined, this is the process through which gNB and UE can discover the stored model repository of each other.

Proposal 3
AI/ML Model activation, deactivation, and update procedure between gNB and UE need to be studied and defined.

Proposal 4
Process of AI/ML Model Download procedure from gNB, 5GC or external repository also need to be defined.

Proposal 5
Process or existing Model upgrade through information exchange between gNB and UE need to be studied and standardized.

Proposal 6
Process of selecting a Model or inference for both gNB and UE need to be discussed.

Proposal 7
Process of Model/inference validation in terms of compatibility, installation, syntax, performance need to be studied.

Proposal 8
AI/ML Model/inference performance monitoring and feedback also need to be discussed and specified.

Proposal 9
Process to roll back AI/ML Model/inference after new upgrade or update need to be studied.
One additional point to emphasize is that it depends on UE’s AI/ML processing capability, to what extent UE can take part in AI/ML model training. In that sense, it is necessary to assume multiple types of model training architecture. In Figure 2, we described 4 categories of model training. Each type of training has different requirement on how network and UE should collaborate. That should be further studied in this study item.

Observation 3
Based on use case requirements and AIML Capabilities, certain categories of model training need to be defined.

Proposal 10
Following type of Model training can be investigated for UE and gNB.







4 Conclusion

 In this contribution, we discussed about necessary features for life cycle management. The following observations and proposals were made:


Observation 1

In terms of the AI/ML deployment, it is possible to further classify the agreed collaboration level.

Proposal 1 

Further clarify the AI/ML collaboration Level y as follows:

· Level y-1: NW based AI/ML application

· Level y-2: Hybrid based AI/ML

· Level y-3: UE based AI/ML

Observation 2
E2E AI/ML lifecycle process and requirements need to be studied from gNB to UE collaboration perspective.

Proposal 2
AI/ML Model Synchronization method need to be defined, this is the process through which gNB and UE can discover the stored model repository of each other.

Proposal 3
AI/ML Model activation, deactivation, and update procedure between gNB and UE need to be studied and defined.

Proposal 4
Process of AI/ML Model Download procedure from gNB, 5GC or external repository also need to be defined.

Proposal 5
Process or existing Model upgrade through information exchange between gNB and UE need to be studied and standardized.

Proposal 6
Process of selecting a Model or inference for both gNB and UE need to be discussed.

Proposal 7
Process of Model/inference validation in terms of compatibility, installation, syntax, performance need to be studied.

Proposal 8
AI/ML Model/inference performance monitoring and feedback also need to be discussed and specified.

Proposal 9
Process to roll back AI/ML Model/inference after new upgrade or update need to be studied.

Observation 3
Based on use case requirements and AIML Capabilities, certain categories of model training need to be defined.

Proposal 10
Following type of Model training can be investigated for UE and gNB.
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Appendix: Terminology assumption
Working Assumption 

Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 

The description of the terminologies may be further refined as the study progresses.

New terminologies may be added as the study progresses.

It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function


AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:


Characterize the defining stages of AI/ML related algorithms and associated complexity:


Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 


Inference operation, e.g., input/output, pre-/post-process, as applicable


Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 


No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]


Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 


Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating


Dataset(s) for training, validation, testing, and inference 


Identify common notation and terminology for AI/ML related functions, procedures and interfaces


Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate
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Figure 1 – AI/ML Procedure
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