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Introduction
[bookmark: _Hlk54103511]During RAN1#109-e, the agreements related to the study on SPS, CG, DG and intra-UE/inter-UE multiplexing in XR are as follows [1]:
	Agreement:
To study whether/how to support a candidate capacity enhancement technique for XR traffic based SPS/CG transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to multiple PDSCHs SPS transmission occasions in a period
· Study enhancements related to multiple PUSCHs CG transmission occasions in a period
· Study enhancements related to dynamic adaptation of SPS/CG parameters/configurations
· Study enhancements related to non-integer periodicity for SPS/CG transmissions.
· Note: Other studies are not precluded, as well as the combination of the above studies.
· Follow the common principle for assessment of the candidate capacity enhancement technique

	Agreement:
The following lists the candidate enhancements techniques to imporve XR capacity that are proposed by companies RAN1#109-e. 
· At least the proponets are encouraged to justify the corresponding capacity benefits for XR traffic for considering potential study of these candidate enhancements techniques.  
· Inter-UE/intra-UE multiplexing techniques, including e.g. finer granularity preemption indication
· Follow the common principle for assessment of the candidate capacity enhancement technique.


In this contribution, we discuss the enhancements to SPS, CG, DG and intra-UE multiplexing for XR.
Discussion
Enhancements to CG and SPS
Enhancements related to multiple PDSCHs SPS transmission occasions in a period
According to [2], jitter may occur XR DL traffic (video streams). Due to the periodic nature of SPS, using SPS to deliver such XR traffic may be a favorable solution. However, considering that the gNB use one SPS configuration to deliver XR DL traffic including video stream(s), if jitter occurs, late data arrival from higher layer at the gNB may lead to extra latency, since the gNB cannot transmit the data in the nearest TO and has no choice but to transmit the data in the next TO of the SPS. In case of 60 fps, the suitable period P of the SPS may be 16 ms or other values (depending on the enhancements for non-integer periodicity). As shown in Figure 1, if the data arrives 3 ms after TO#1, the gNB has to transmit the data in TO# 2 and thus leads to latency of 16 – 3 = 13 ms.
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[bookmark: _Ref110981602]Figure 1: Using SPS to deliver XR DL traffic may result in large latency due to jitter. 
Overprovisioning SPS transmission occasions by activating multiple SPS configurations and use them to deliver a video stream may be a solution without spec impact. However, this leads to waste of resources. Instead, semi-static ways to configure multiple TOs within a period of an SPS configuration may be considered. For example, the gNB may configure an estimated maximum jitter offset and configure an additional TO in a period of the SPS configuration if the gNB has the knowledge about, e.g., the jitter distribution of the XR DL traffic, where the knowledge may be obtained from higher layers or by NW/gNB implementation. As an example shown in Figure 2, in case of late data arrival and if the UE is configured with an additional TO#1-1 after 4 ms of the TO#1 (based on the configured maximum jitter offset), the gNB can transmit the data in TO#1-1. The latency is reduced to 4 – 3 = 1 ms, which is much smaller compared to the legacy one (Figure 1) (13 ms).
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[bookmark: _Ref110983733]Figure 2: Configuring an additional SPS PDSCH TO to reduce latency caused by jitter.
[bookmark: _Ref111046235]RAN1 to study using RRC (and/or DCI) to configure (and/or activate) multiple SPS PDSCH transmission occasions in a period of an SPS configuration.
The above method may still result in resource waste, i.e., the UE still needs to receive the PDSCH in TO#1 and TO#1-1 in Figure 2. However, there are some enhancements that could be considered to reduce the resource waste. For example, if the gNB transmits an SPS PDSCH in TO#1 and the UE has received an SPS PDSCH in TO#1, the UE does not need to receive an SPS PDSCH in additional TO#1-1. The gNB can use the DL resources in TO#1-1 for other purposes (e.g., for other UEs). How to let the UE skip the additional SPS PDSCH can be further discussed. 
RAN1 to study how to avoid resource waste when multiple SPS PDSCH transmission occasions are configured in a period of an SPS configuration.
Enhancements related to multiple PUSCHs CG transmission occasions in a period
Similarly, according to [1], jitter may also occur in AR UL traffic and the issue of latency also exists (as shown in Figure 3). The above enhancements for SPS can also be applied to CG to solve the issue, i.e., by configuring an additional TO in a period of a CG configuration (TO#1-1 in Figure 4), in case of late data arrival, the UE can transmit the UL data in the additionally configured TO without waiting for the next nominal TO (TO#2), and hence the latency is reduced.
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[bookmark: _Ref111041115]Figure 3: Using CG to deliver AR UL traffic may result in large latency due to jitter.
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[bookmark: _Ref111041090]Figure 4: Configuring an additional CG PUSCH TO to reduce latency caused by jitter.
RAN1 to study using RRC (and/or DCI) to configure (and/or activate) multiple CG PUSCH transmission occasions in a period of a CG configuration.
Similarly, configuring  multiple CG PUSCH TOs may still result in resource waste, i.e., the resources of TO#1 and TO#1-1 in Figure 4 will be reserved for the UE. However, there are some enhancements that could be considered to reduce the resource waste.
1. If there is no jitter or there is early data arrival, the UE transmits a CG PUSCH in TO#1 and the UE does not need to transmit the CG PUSCH in TO#1-1. There are two ways to avoid resource waste:
a. The TO#1-1 can be used by the gNB for other purposes. How to let the UE skip the additional CG PUSCH TO can be further discussed. 
b. The UE can use it for a new UL transmission or a HARQ retransmission. Exact UE behaviors should be further discussed.
2. If there is late data arrival, the UE will transmit the CG PUSCH in TO#1-1. How to avoid the UE from using a CG PUSCH in TO#1 to reduce the resource waste can be further discussed..
RAN1 to study how to avoid waste of resources when multiple CG PUSCH transmission occasions are configured/activated in a period of a CG configuration.
Enhancements related to dynamic adaptation of SPS/CG parameters/configurations
Due to the periodic nature of XR traffic (at least for DL), SPS (and CG) is favorable to be used to schedule XR traffic. In current specifications, a UE can be configured one or more SPS/CG configurations. For SPS and Type-2 CG, the UE can be indicated by a DCI to activate a single configured SPS or a single Type-2 CG configuration. Once an SPS/CG configuration is activated, the UE should receive SPS PDSCH/transmit CG PUSCH periodically with the periodicity configured in the corresponding SPS/CG configuration until the SPS or CG configuration is deactivated. In addition, Type-1 CG configuration is initialized once configured by RRC and cannot be dynamically activated or deactivated.
However, once a first SPS/CG configuration is activated, the UE should apply the same parameters configured by RRC, e.g., mcs-Table and periodicity, to all SPS PDSCHs/CG PUSCHs in the corresponding SPS/CG configuration until the NW reconfigures the first SPS/CG configuration. Hence, if the service requirements suddenly change, the parameters configured by RRC cannot be updated until the NW reconfigures the SPS/CG configuration, let alone a single UE may have multiple SPS/CG configurations. Therefore, the resulted signaling overhead may be critical for XR services.
Of course, this issue can be handled by activating a second SPS/CG configuration with a different set of parameters, e.g., mcs-Table and  periodicity. Nevertheless, this will result in using more than one SPS/CG configuration to deliver the same service, which is not flexible enough for NW implementation in terms of allocating SPS/CG configurations for different services (note that according to the current specificiations, the maxmum number of SPS configurations per BWP is 8 and the maximum number of CG configurations per BWP is 12).
In the current specifications, once a SPS/Type-2 CG configuration is activated, the NW cannot update the parameters configured by RRC, e.g., mcs-Table and periodicity, until the NW reconfigures the SPS/Type- 2CG configuration. This may limit the flexibility to use SPS/CG to deliver XR services.
For a Type-2 CG, the parameters indicated by an activating DCI, e.g., TDRA, FDRA and K2, can be updated by another activating DCI. However, for a Type-1 CG, the parameters that are indicated by an activating DCI in case of Type-2 are semi-statically configured by RRC. Therefore, all parameters of a Type-1 CG configuration cannot be updated until the NW reconfigures the Type-1 CG configuration.
In the current specifications, once a Type-1 CG configuration is configured, the NW cannot update all parameters, e.g., mcs-Table, periodicity, TDRA, FDRA and K1, of the Type-1 CG configuration until the NW reconfigures the Type-1 CG configuration. This may limit the flexibility to use Type-1 CG to deliver XR services.
Therefore, we think RAN1 should study mechanisms for adaptively updating not only the parameters indicated by the activating DCI but also the parameters configured by RRC without reconfiguring or reinitializing the SPS/CG configuration. The mechanisms should include 1) which parameters, 2) when to update the parameters and 3) how to update the parameters.
RAN1 to study which parameters should be dynamically adapted for an SPS/a CG configuration.
RAN1 to study when/how parameters should be dynamically adapted for an SPS/a CG configuration, e.g., when a/some event(s) or criterion/criteria is/are satisfied.
Intra-UE multiplexing
PHY priority was introduced in release 16 to prioritize URLLC UL transmission over eMBB UL transmission and UL multiplexing was also heavily discussed for URLLC. XR is a new type of service that have some characteristics of eMBB traffic, e.g., high data rate, and some characteristics of URLLC traffic, e.g., low latency. Obviously, XR traffic can be prioritized over eMBB traffic due to the tight PDB in XR. However, whether XR traffic should be prioritized over URLLC or XR traffic should have the same PHY priority as URLLC traffic needs further discussing. The latency requirement for URLLC is at most 1 ms in release 16, while the latency requirement for XR may be around 5 – 30 ms, which is much more looser than the one for URLLC. Therefore, we think URLLC traffic should be prioritized over XR traffic and XR traffic should be prioritized over URLLC. Since, the current specificiations cannot use PHY priority to distinguish XR traffic and URLLC traffic, we propose to introduce a new PHY priority for XR.
Because the latency requirement for XR traffic may be tighter than the latency requirement for eMBB traffic, XR traffic should be prioritized over eMBB traffic.
Because the latency requirement for URLLC traffic is much more tighter than the latency requirement for XR traffic, URLLC traffic should be prioritized over XR traffic.
RAN1 to introduce a new XR-specific PHY priority for intra-UE multiplexing.
Conclusion
Observations regarding dynamic adaptation of SPS/CG parameters/configurations:
1. In the current specifications, once a SPS/Type-2 CG configuration is activated, the NW cannot update the parameters configured by RRC, e.g., mcs-Table and periodicity, until the NW reconfigures the SPS/Type- 2CG configuration. This may limit the flexibility to use SPS/CG to deliver XR services.
Observation 1 In the current specifications, once a Type-1 CG configuration is configured, the NW cannot update all parameters, e.g., mcs-Table, periodicity, TDRA, FDRA and K1, of the Type-1 CG configuration until the NW reconfigures the Type-1 CG configuration. This may limit the flexibility to use Type-1 CG to deliver XR services.

Observations regarding intra-UE multiplexing:
Observation 2 Because the latency requirement for XR traffic may be tighter than the latency requirement for eMBB traffic, XR traffic should be prioritized over eMBB traffic.
Observation 3 Because the latency requirement for URLLC traffic is much more tighter than the latency requirement for XR traffic, URLLC traffic should be prioritized over XR traffic.

Proposals regarding multiple PDSCHs SPS transmission occasions in a period:
1. RAN1 to study using RRC (and DCI) to configure multiple SPS PDSCH transmission occasions in a period of an SPS configuration.
RAN1 to study how to avoid resource waste when multiple SPS PDSCH transmission occasions are configured in a period of an SPS configuration.

Proposals regarding multiple PUSCHs CG transmission occasions in a period:
Proposal 1 RAN1 to study using RRC (and DCI) to configure multiple CG PUSCH transmission occasions in a period of a CG configuration.
Proposal 2 RAN1 to study how to avoid waste of resources when multiple CG PUSCH transmission occasions are configured in a period of a CG configuration.

Proposals regarding dynamic adaptation of SPS/CG parameters/configurations:
Proposal 3 RAN1 to study which parameters should be dynamically adapted for an SPS/a CG configuration.
RAN1 to study when/how parameters should be dynamically adapted for an SPS/a CG configuration, e.g., when a/some event(s) or criterion/criteria is/are satisfied.

Proposals regarding intra-UE multiplexing:
Proposal 4 RAN1 to introduce a new XR-specific PHY priority for intra-UE multiplexing.
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