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1	Introduction
[bookmark: _Ref178064866][bookmark: OLE_LINK33][bookmark: OLE_LINK46]In RAN#94-e, a new study item on AI/ML for NR air interface was approved for Rel-18 [1]. CSI feedback enhancement is one of the identified use cases of AI/ML for NR air interface. This contribution discusses the evaluation aspects of CSI feedback enhancement with a focus on the CSI compression sub-use case and provides an initial evaluation of an autoencoder-based CSI compression approach.
2	AI/ML-based CSI Compression
[bookmark: OLE_LINK31]2.1 AI/ML Model Description
[image: Waterfall chart

Description automatically generated]In the AI/ML-based CSI compression approach, the AI/ML model at the UE compresses CSI, and the AI/ML model at the gNB reconstructs the original CSI using the output of UE's AI model. Therefore, considering this application, an auto-encoder is a proper AI/ML model, and a CSI-Net [2] based autoencoder (AE) model is implemented in this study for initial evaluation, as shown in Figure 1. [bookmark: OLE_LINK21]Figure 1: A high-level block diagram of the auto-encoder for CSI compression sub-use case

[bookmark: OLE_LINK50]Considering  receive antennas and  transmit antennas in a MIMO-OFDM system, the received signal on the UE side at the  resource block () can be modeled as follows:  

[bookmark: OLE_LINK4]where , , and  are, respectively, MIMO channel matrix in the frequency domain, transmit data symbol, and AWGN sample for  The UE feedbacks its CSI to the gNB for the precoder selection. In the autoencoder(AE)-based method, the UE calculates , which is the most dominant eigenvector of the matrix  for all  during the feature extraction stage and inputs them to the encoder, as shown in Figure 2. The total real number of encoder input is . The encoder compresses these  real numbers to  (bits), where  is the dimension of the compressed channel data, and  is the number of bits for quantization.
[image: ]
[bookmark: OLE_LINK22][image: ]Figure 2: A high-level block diagram of the encoder for CSI compressionFigure 3: A high-level block diagram of the decoder for CSI reconstruction

In more detail, both encoder and decoder include convolution, batch normalization, and fully connected blocks. At the UE side, extracted features from the CSI are inputted to the previously trained encoder for compression. Afterward, the compressed CSI is feedback to the gNB. A reverse operation is performed on the gNB side through a previously trained decoder in order to reconstruct the compressed CSI, as shown in Figure 3.
2.2 AI/ML Model Evaluation
[bookmark: OLE_LINK55][bookmark: OLE_LINK57][bookmark: OLE_LINK56]To verify the benefits of the AI/ML model-based CSI compression, the performance of the autoencoder is assessed in terms of CSI reconstruction accuracy in the first stage of the evaluation. Afterward, the throughput performance of the system with the autoencoder-based precoder is assessed through a link-level simulator (LLS) in the second stage of the evaluation.
[bookmark: OLE_LINK34]2.2.1 Evaluation Methodology and Assumptions
The statistical models from TR 38.901 can be used for the dataset construction as suggested in the SID [1]. The dataset should represent an ample space of MIMO channels with different parameters to make the autoencoder perform well under various channel conditions and scenarios. For the initial evaluation, the parameters that are listed in Table 1 are utilized during the dataset construction.
[bookmark: OLE_LINK7]Table 1: Dataset generation parameters
	Parameter
	Value

	Channel Model
	CDL-B

	Delay Spread
	100 ns

	UE Speed
	3 kmph

	#Transmit Antennas 
	32

	#Receive Antennas 
	1

	Operational Freq. ()
	 GHz

	Subcarrier Spacing ()
	15 kHz

	Bandwidth (#RBs)
	27

	#Drops
	 10000


Once the dataset is constructed, it is partitioned as follows: 70% of the dataset samples are utilized for AI/ML model (i.e., autoencoder) training, another 20% are used for validation, and the remaining 10% is allocated for testing to prevent overfitting the AI/ML model.
Upon the completion of the AI/ML model training, the system becomes ready to be evaluated. In the first stage of the performance evaluation (i.e., intermediate performance evaluation), the CSI reconstruction accuracy is assessed, as detailed in 2.2.2. The candidate intermediate KPIs for CSI reconstruction accuracy are discussed, along with the number of training parameters that reveals the tradeoff between the computational complexity and the CSI reconstruction accuracy in this section.
Afterward, the throughput performance of the system is assessed through a link-level simulator (LLS) in the second stage of the evaluation (i.e., final performance evaluation), as detailed in 2.2.3. The AI/ML-based based precoder's performance is compared with the performance of the 5G NR Type I-based precoder. The LLS parameters that are used in this stage are listed in Table 2. 
Table 2: LLS Parameters
	Parameter
	Value

	Channel Model
	CDL-B

	Delay Spread
	100 ns

	UE Speed
	3 kmph

	#Transmit Antennas 
	32

	#Receive Antennas 
	1

	Operational Freq. ()
	 GHz

	Subcarrier Spacing ()
	15 kHz

	Bandwidth (#RBs)
	56

	FFT Size
	1024

	Sampling Rate
	30.72 Msps

	# Realizations
	1000


For both stages of the performance evaluation, post-equalization SINR calculations are made considering an MMSE equalizer. The MMSE equalization is performed by applying the following MMSE matrix to the received signal on the UE side: 

Accordingly, the post-equalization SINR for the  layer can be calculated as follows:


2.2.2 Intermediate Performance Evaluation: CSI Reconstruction Accuracy 
The performance of the reconstructed CSI at the gNB side (through autoencoder) is compared with the ground-truth CSI in this section. The candidate intermediate KPIs are normalized mean square error (NMSE) are generalized cosine similarity (GCS) along with their variations, such as squared GCS (SGCS).
[bookmark: OLE_LINK39][bookmark: OLE_LINK10][bookmark: OLE_LINK45]The ground-truth channel at the gNB is denoted as  and the reconstructed channel through autoencoder is represented by . Considering the channel rank is 1, the precoder vectors are the most dominant eigenvectors of the  and , and they are denoted with  and  respectively ( and ). The GCS of these two vectors can be calculated as follows: 
[bookmark: OLE_LINK48]
The GCS can be calculated for different granularities such as subcarrier level or subband level. Depending on the granularity level, the GCS is averaged accordingly. Furthermore, when the channel rank is over 1, the most dominant eigenvectors are selected with respect to the channel rank. Afterward, the GCS of individual ranks can be averaged (with or w/o equal weight) as a single/combined intermediate KPI. Alternatively, the GCS values of respective ranks can be reported separately. Similarly, the GCS can be squared, and the SGCS can be used as an intermediate KPI by considering different granularities or number of ranks, as discussed before. 
Another intermediate KPI candidate is NMSE. Considering L samples, NMSE can be calculated as follows:

[bookmark: OLE_LINK11]A good intermediate KPI metric should reflect the eventual KPI metric successfully. Therefore, (post-processing) SINR correlation of candidate intermediate KPI metrics is calculated and compared. Table 3 shows the relationship between the selected intermediate KPI metrics, which compare  and , and corresponding post-equalization SINR difference.
Table 3: (Mean) SINR correlation of intermediate KPI candidates
	[bookmark: _Hlk111181142]Correlation 
Coefficient
	GCS
(Log)
	GCS
(Lin)
	SGCS
(Lin)
	[bookmark: OLE_LINK14]NMSE
(Log)
	NMSE
(Lin)

	SINR (Log)
	0.9932
	0.9649
	0.9203
	-0.1142
	-0.1602

	SINR (Lin)
	0.3046
	0.3360
	0.3517
	-0.0753
	-0.0926


[image: ][image: ][image: ]Although NMSE is a practical/common metric for checking the similarity of two matrices, GCS performs better in this application since it reflects the similarity between two vectors (i.e., eigenvectors of the channel), where the direction of the vectors are important. Also, GCS on the log scale is superior to GCS on the linear scale or SGCS on the linear scale. These post-equalization SINR correlations can be visually inspected in Figure 4.  
[bookmark: OLE_LINK44]    (a) GCS (Log) vs SINR	  	           (b) GCS (Lin) vs SINR			(c) SGCS (Lin) vs SINRFigure 4: Scatter plots of intermediate KPI metrics vs SINR

[bookmark: OLE_LINK26]
[bookmark: OLE_LINK40][bookmark: OLE_LINK32][bookmark: OLE_LINK35]Observation-1: GCS in the log scale reflects the post-equalization SINR better than other intermediate KPI candidates such as GCS in the linear scale, SGCS in the linear scale, and NMSE (both in the log and linear scales).

Observation-2: Post-processing SINR performance with the AE-based precoder is better compared to a system with the 5G NR Type I-based precoder. As a result, the deviation from the benchmark SINR, obtained through ideal SVD, is lower when the AE-based precoder is utilized.
[bookmark: OLE_LINK42]Proposal-1: GCS in the log scale should be used as the intermediate KPI during the first evaluation stage (i.e., AI/ML model evaluation) since it reflects the eventual KPI better compared to other intermediate KPI candidates. 

[bookmark: OLE_LINK17]The relationship between the number of AI/ML model training parameters and generalized cosine similarity is also investigated. Table 4 displays the tradeoff between complexity (through the number of training parameters) and CSI reconstruction accuracy (through GCS). As the number of AI/ML training parameters increases, a better cosine similarity performance is obtained.
	Number of AI/ML model training 
parameters
	N
(i.e., AE Input)
	MxB 
(i.e., AE Output)
	GCS

	
	
	
	

	752492
	1728
	216
	0.7339

	379136
	
	
	0.6643

	254684
	
	
	0.5994

	192458
	
	
	0.4996


Table 4: The relationship between the number of AI/ML model training parameters and GCS





[bookmark: OLE_LINK37]Observation-3: As the number of AI/ML training parameters increases, a better cosine similarity performance is observed. In other words, as computational complexity increases, the CSI reconstruction accuracy improves. 

[bookmark: OLE_LINK36]2.2.3 Final Performance Evaluation: SINR and Throughput
[bookmark: OLE_LINK19]Considering a system with an AE-based precoder and another system with a 5G NR Type I-based precoder (with the same number of feedback bits for a fair comparison), the post-equalization SINR performances are evaluated and compared with the ideal SVD through an LLS. The system with the AE-based precoder performs better, as shown in Figure 5.
[image: ][image: ][image: ]According to a higher post-equalization SINR, the system with the AE-based precoder obtains a higher throughput compared to the system with the 5G NR Type I-based precoder in all SNR regimes, as shown in Figure 6. Furthermore, the performance gap is more significant for the low SNR regime.
[bookmark: OLE_LINK27][bookmark: OLE_LINK43][bookmark: OLE_LINK25]        (a) Low-SNR regime	  		   (b) Mid-SNR regime			  (c) High-SNR regime[bookmark: OLE_LINK28][bookmark: OLE_LINK29][bookmark: _Hlk111199903][bookmark: OLE_LINK30]Figure 5: SINR performance comparison with AE-based and 5G NR Type I-based precoders

[bookmark: OLE_LINK38]
[bookmark: OLE_LINK23]Observation-4: The AE-based precoder provides a higher post-equalization SINR compared to the 5G NR Type I-based precoder, considering the same amount of feedback bits.

[bookmark: OLE_LINK24]Observation-5: The AE-based precoder provides a higher throughput compared to the 5G NR Type I-based precoder, considering the same amount of feedback bits.
Observation-6: The throughput performance gap between the AE-based precoder and the 5G NR Type I-based precoder is more significant in the low SNR regime, and the gap shrinks as SNR increases. 
[image: ][image: ][image: ] 







          (a) Low-SNR regime	  		   (b) Mid-SNR regime			  (c) High-SNR regimeFigure 6: Throughput performance comparison with AE-based and 5G NR Type I-based precoders



3 	Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we discussed the evaluation aspects of CSI feedback enhancement with a focus on the CSI compression sub-use case and provided an initial evaluation of an autoencoder-based CSI compression. From the evaluations, we observed the following: 
Observation-1: GCS in the log scale reflects the post-equalization SINR better than other intermediate KPI candidates such as GCS in the linear scale, SGCS in the linear scale, and NMSE (both in the log and linear scales).
[bookmark: OLE_LINK41]Observation-2: Post-processing SINR performance with the AE-based precoder is better compared to a system with the 5G NR Type I-based precoder. As a result, the deviation from the benchmark SINR, obtained through ideal SVD, is lower when the AE-based precoder is utilized.
Observation-3: As the number of AI/ML training parameters increases, a better cosine similarity performance is observed. In other words, as computational complexity increases, the CSI reconstruction accuracy improves.
Observation-4: The AE-based precoder provides a higher post-equalization SINR compared to the 5G NR Type I-based precoder, considering the same amount of feedback bits.
Observation-5: The AE-based precoder provides a higher throughput compared to the 5G NR Type I-based precoder, considering the same amount of feedback bits.
Observation-6: The throughput performance gap between the AE-based precoder and the 5G NR Type I-based precoder is more significant in the low SNR regime, and the gap shrinks as SNR increases.

Based on these observations, we propose the following: 

Proposal-1: GCS in the log scale should be used as the intermediate KPI during the first evaluation stage (i.e., AI/ML model evaluation) since it reflects the eventual KPI better compared to other intermediate KPI candidates.
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