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Introduction
In RAN1#109-e meeting, the study scope of candidate capacity enhancement technique for XR traffic based on SPS/CG/DG has been agreed as follows [1]: 
	Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based SPS/CG transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to support of multiple PDSCHs SPS transmission occasions in a period
· Study enhancements related to multiple PUSCHs CG transmission occasions in a period
· Study enhancements related to dynamic adaptation of SPS/CG parameters/configurations
· Study enhancements related to non-integer periodicity for SPS/CG transmissions.
· Note: Other studies are not precluded, as well as the combination of the above studies.
· Follow the common principle for assessment of the candidate capacity enhancement technique

Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based dynamic scheduling/grant transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to extending capability of single DCI scheduling multi-PDSCHs/PUSCHs for FR2-2 to FR1/FR2.
· Note: whether and how to discuss enhancements may depend on the outcome of Rel-17 B52.6G UE feature discussion
· Study enhancements related to HARQ-ACK and/or CBG transmissions for single DCI scheduling one or multi PDSCH(s).
· Study enhancements related to allowing different configurations per PDSCH/PUSCH
· Study enhancement related to scheduling request and/or BSR with the focus on L1 enhancements.
Note: Other studies are not precluded as well as the combination of the above studies.
Follow the common principle for assessment of the candidate capacity enhancement technique.



In this paper, we present the evaluation results of following candidate capacity enhancement techniques: multiple CG PUSCHs/SPS PDSCHs configuration with adaptive parameter adjustment, one DCI scheduling multiple PDSCHs, and BSR enhancement. Meanwhile the detailed logic and analysis are also given respectively. 
Discussion on uplink CG enhancement
CG transmission for XR traffic
CG configuration is characterized by fixed MCS level, periodic and consistent time-frequency resource, which fits to the periodical services with small packet size and stringent latency, e.g. URLLC services. Compared to dynamic grant transmission, CG transmission is capable of reducing overhead of downlink control signaling, more importantly, extra latency caused by both SR transmission and BSR procedure, and the uplink dynamic grant as well, can be reduced significantly. 
To this end, configured grant transmission is promising to be used for XR services which require low latency. On the other hand, if dynamic grant with SR-BSR-PUSCH procedure is adopted, a lot of packets transmission may exceed PDB and therefore got dropped, which would deteriorate the performance seriously especially when the PDB requirement is strict.
[bookmark: _Toc3798][bookmark: _Toc8704]Given the advantage of reducing transmission latency, CG mechanism should be considered to be applied in XR traffic transmission.
In the case of Pose/Control transmissions, the packets arrival is periodic and the packet size is stationary, thus current CG mechanism can be applied directly. 
[bookmark: _Toc18071]Current CG mechanism is suitable for Pose/Control transmissions.
For AR video traffic model, i.e., AR aggregating scene/video/data/audio, which is characterized by large and various packet size, potential enhancements of CG, such as multiple CG PUSCHs configuration or multiple CG configurations, can be adopted to adapt these attributes. Both of them aim to compose multiple transmission occasions in a period of time to reduce the gap between the time of packet arrival and corresponding available transmission occasion(s). However, following issues were identified in previous discussions [2]:
· Low resource efficiency: Due to the various packet size, the transmission occasions usage is unpredictable for gNB, the CG configuration can be determined based on the worst cases, e.g., the largest packet size and the lowest MCS level, which leads to over reservation of resources and certainly low resource efficiency. For example, partial pre-configured PUSCHs are used and some PUSCH(s) are redundant in case of medium packet size and good channel condition in that situation.
· Inter-UE resource collision: If the CG occasions for different UEs are completely orthogonal, the system capacity will be rather limited. Hence it is promising to configure partially overlapped CG PUSCHs resources for different UEs, then there would be a risk of resources collision among different UEs. That may degrade the system capacity.
· Periodicity misalignment: Typical frame rate of XR traffic is 30FPS, 60FPS, 120FPS and so on [3]. And the corresponding periodicity of XR traffic is the inverse of the frame rate, which is a non-integer value. And the periodicities of legacy CG configuration cannot match it, which results in a misalignment between XR packet arrival and CG PUSCH. Consequently, the transmission delay would increase to some extent.    
Potential XR-specific CG enhancement
Towards the aforementioned issue, i.e., low resource efficiency, unused resource release are considered to enhance the resource usage efficiency. In this case, the redundant CG PUSCHs can be recycled. For example, the recycled resources can be utilized for other XR service transmission, which increases the resource efficiency. 

[image: unused resource release]
Figure 1 Unused resource release illustration
As shown in Figure 1, the 1st CG PUSCH and the 2nd CG PUSCH are used for packet 1 transmission, while the 3rd CG PUSCH and the 4th CG PUSCH are redundant resources. In this situation, the release indication would be sent to inform that the 3rd and 4th CG PUSCHs are released, which is available to be used for other XR service transmission. 
In addition, dynamic adjustment of CG parameters can also deal with this issue, since the MCS level and the number of layers is invariant for a CG configuration, which may not fit to current channel condition in each packet transmission. Thus, adaptive parameters such as MCS level, number of layers, etc. are considered. As depicted in Figure 2, when the indication of updating parameters is received by UE, the parameters of following CG PUSCHs, such as MCS level, the number of layers, etc, would be updated. 
[image: Parameter Update]
Figure 2 Parameter update illustration
[bookmark: _Toc30234]Multiple CG PUSCHs configuration with CG parameters adjustment, and releasing unused resources, can address the problem of low resource efficiency.
Regarding the issue, i.e., inter-UE resource collision, for XR services with multi-users, it is more likely to assign each CG PUSCHs burst with a large time and frequency domain resources. That means small number of UEs can be supported due to the limited uplink resource in unpaired spectrum.   
To this end, non-orthogonal/overlapped CG configurations for different UEs in one cell are considered. In a meanwhile a resource indication is applied to handle the inter-UE resource collisions. 
[image: 简化版上行资源分配]
Figure 3 Procedure of uplink resource indication
As Figure 3 illustrated, firstly, multiple resources are configured for multiple UEs at the same time. Then, assistance information about occupied PUSCH occasions can be reported by UEs. When the information is received by gNB, gNB can coordinate to allocate resources for these UEs’ transmissions via a resource indication.
[bookmark: _Toc14190]Multiple CG PUSCHs configuration with dynamic resource indication, can be considered to address the problem of inter-UE resource collision.  
As to periodicity misalignment, semi-static indication or dynamic indication can be considered to adjust the periodicity of some transmission occasions, in this way, the accumulated delay can be reduced within an acceptable range as shown in Figure 4. 
[image: 非整数周期对齐问题]
Figure 4 Periodicity alignment illustration
[bookmark: _Toc19656]Non-integer periodicity alignment can be considered to address the problem of misalignment between non-integer periodicity of XR packet arrival and periodicity of CG PUSCH. 
Evaluation results for CG enhancement
Evaluation assumptions and evaluation results
In this part, we present the evaluation results for multiple CG PUSCHs configuration with adaptive parameter adjustment. And we assume that the periodicities of packet arrival and CG PUSCH have been aligned in our simulations. Moreover, the simulation assumptions are shown as below:
· Traffic model: uplink AR video which is captured in TR 38.838 [3]
Table 1 Traffic model for uplink simulation
	Traffic Model No.
	Bit rate (Mbps)
	Periodicity (FPS)
	Mean Packet size (Byte)
	PDB (ms)

	Traffic Model 1
	20
	60
	41667
	10

	Traffic Model 2
	20
	60
	41667
	30

	Traffic Model 3
	10
	60
	20833
	10


· Simulation cases: the simulation cases include the legacy CG configuration, dynamic grant, and multiple CG PUSCHs configuration with adaptive parameter adjustment.
· Case 1: legacy CG configuration
[image: CG baseline假设]
Figure 5 Legacy CG configuration example
In Figure 5, orthogonal CG configurations are configured among different UEs in one cell. Moreover, no adaptive parameter adjustment is introduced, implying fixed MCS level and the number of layers are adopted and the unused resource release is not used in CG configurations.
· Case 2: uplink dynamic grant
[image: DG仿真假设]
Figure 6 Dynamic grant with Tx delay consideration
In Figure 6, we assume that each packet would encounter the SR-BSR-PUSCH procedure. Wherein, Delay1 is the gap between packet arrival and SR reporting, which is relevant to TDD pattern. And Delay2 is the gap between SR reporting and BSR signaling, which is also relevant to TDD pattern. Last but not least, Delay3 is the gap between BSR signaling and PUSCH, which is relevant to TDD pattern and the gNB scheduling capability.
In our simulation, the delay introduced by SR-BSR-PUSCH procedure is 5ms, and 7.5ms considering the data arrival time and TDD pattern. It implies that UE will undergo 5ms or 7.5ms Tx delay. Moreover, if we further consider the scheduling delay from gNB’s side, the transmission delay is likely to increase, resulting in a greater descend in capacity performance.  
· Case 3: multiple CG PUSCHs configuration with adaptive parameter adjustment (labeled ‘MCG’ in figure)
[image: CG enhancement假设]
Figure 7 multiple CG PUSCHs configuration with adaptive parameter adjustment example
According to Figure 7, the applied enhancements include:
a. Overlapped resources are supported to be configured among different UEs
b. Quick deactivation among multiple CG PUSCHs to release the unused resource.
c. Update signaling is used for updating the parameters such as MCS level and the number of layers per CG PUSCHs group.
Other evaluation assumptions have been listed in Appendix A.2. And base on the assumptions mentioned above, we present evaluation results in the following scenario:
A. Indoor HotSpot
	[image: ]
	[image: ]

	(a) Traffic Model 1
	(b) Traffic Model 3


Figure 8 Capacity performance comparison for Case 1, Case 2 and Case 3 for Traffic Model 1 and Traffic Model 3 in Indoor HotSpot Scenario
It can be observed in Figure 8 that in case of 20Mbps@60fps, 10ms in Indoor HotSpot scenario, [0.0] UE can be supported by legacy CG transmission scheme or dynamic grant transmission scheme with 7.5ms Tx delay; while [1.5] UEs can be supported by MCG (with adaptive parameter adjustment). For 10Mbps@60fps, 10ms in Indoor HotSpot scenario, similar performance gap can be observed. 
[bookmark: _Toc26083]When considering the traffic model of 20Mbps@60fps or 10Mbps@60fps with 10ms PDB in Indoor HotSpot, the transmission scheme of multiple CG PUSCHs configuration with adaptive parameter adjustment is capable of supporting considerable amount of UEs compared to legacy CG transmission scheme or DG transmission scheme with Tx delay consideration.
B. Dense Urban
In addition, for following use cases in Dense Urban scenario, as 20Mbps@60fps, 30ms PDB; 20Mbps@60fps, 10ms PDB; 10Mbps@60fps, 10ms PDB; the solution of multiple CG PUSCHs configuration with adaptive parameter adjustment shows clear capacity gain compared to legacy CG transmission scheme or DG transmission scheme with Tx delay.
	[image: ]


Figure 9 Capacity performance comparison for Case 1, Case 2 and Case 3 for Traffic Model 2 in Dense Urban Scenario
[bookmark: _Toc8070]When considering the traffic model of 20Mbps@60fps, 30ms in Dense Urban, multiple CG PUSCHs configuration with adaptive parameter adjustment transmission scheme is capable of supporting considerable amount of UEs compared to legacy CG transmission scheme, which is capable of bringing about 11%~14% capacity gain compared to DG transmission scheme with Tx delay consideration.
	[image: ]


Figure 10 Capacity performance comparison for Case 1, Case 2 and Case 3 for Traffic Model 1 in Dense Urban Scenario
[bookmark: _Toc29298]When considering the traffic model of 20Mbps@60fps, 10ms in Dense Urban, multiple CG PUSCHs configuration with adaptive parameter adjustment transmission scheme is capable of supporting considerable amount of UEs compared to legacy CG transmission scheme and DG transmission scheme with Tx delay consideration.
	[image: ]


Figure 11 Capacity performance comparison for Case 1, Case 2 and Case 3 for Traffic Model 3 in Dense Urban Scenario
[bookmark: _Toc3620]When considering the traffic model of 10Mbps@60fps, 10ms in Dense Urban, multiple CG PUSCHs configuration with adaptive parameter adjustment transmission scheme is capable of supporting considerable amount of UEs compared to legacy CG transmission scheme and DG transmission scheme with Tx delay consideration.
Analysis for capacity evaluation results
In this section, we analyze the reasons why the considerable capacity performance gain of MCG (with adaptive parameter adjustment) can be obtained, compared to legacy CG or DG with Tx delay consideration.
Resource occupation
From resource occupation’s perspective, DG transmission scheme is capable of adjusting time and frequency domain resource, MCS level and so on. Hence, time and frequency domain resources of DG transmission are flexible for each transport block. While for multiple CG PUSCHs configuration, a few parameters such as MCS level and the number of layers are adjusted; most parameters are pre-configured. And the adjusted MCS level and the number of layers only affect the number of slots in the multiple CG PUSCHs configurations.
In case of Traffic model 1 and Traffic model 2, i.e. 20Mbps@60fps, the time and frequency domain resource occupations for Case 1~Case 3 are shown as follows.
	[image: ]
	[image: ]

	(a) Slot occupation
	(b) Resource block occupation


Figure 12 Resource occupation for Case 1, Case 2 and Case 3.
According to Figure 12(a), in case of transmitting packets of 20Mbps@60fps traffic model, Case 2, i.e., DG transmission scheme with Tx delay consideration, occupies average [3.6] slots in time domain, while Case 3, i.e MCG (with adaptive parameters), occupies average [4.9] slots in time domain. Case 3 reduce the occupied resources in time domain compared to Case 1, although both Case 1 and Case 3 may over reserve UL resources. Moreover, the difference between Case 2 and Case 3 is minor, which is around 1 slot.
Then as shown in Figure 12(b), both Case 1 and Case 3 occupy the whole bandwidth, i.e., [272] RBs in frequency domain and even for Case 2, more than half of the bandwidth are used, that means due to large packet size service transmitting in the uplink transmission, most frequency domain resource would be occupied, thus the scheduling flexibility of DG transmission would be rather limited.
[bookmark: _Toc483]Multiple CG PUSCHs configuration with adaptive parameter adjustment can achieve similar slots occupation with DG schemes from time domain resource occupation perspective.
[bookmark: _Toc1426]For large packet size service transmitting in the uplink transmission, most frequency domain resource would be occupied for both enhanced CG and DG solutions. 
Transmission delay
From transmission delay’s perspective, Case 2 takes into account the different transmission delay to simulate the procedure of SR-BSR-PUSCH. Then the transmission delay is shown as follows.
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	(a) Traffic model 1
	(b) Traffic model 2


Figure 13 Transmission delay comparison for Case 1, Case 2 and Case 3 in Traffic model 1 and Traffic model 2 in Dense Urban scenario
According to Figure 13, when transmitting packets of 20Mbps@60fps traffic model in Dense Urban scenario, Case 1, Case 3, has average [1.5] ms Tx delay considering UE is capable of transmitting data in the closest CG PUSCH. But Case 2 has average [6.0]~[8.5] ms Tx delay.
[bookmark: _Toc877]Configured grant transmission is capable of reducing the transmission delay compared with dynamic grant.
Type of error packet
The error packets consists of packet transmission exceeding PDB limitation (Type 1) and packet transmission reaching the maximum HARQ transmission (Type 2). The number of error packets for each type in all the cases in Traffic Model 1 and Traffic Model 2 is shown as follows, respectively.
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	(a) Packet error type for Traffic Model 1
	(b) Packet error type for Traffic Model 2


Figure 14 Packet error type amount comparison for Case 1, Case 2 and Case 3 in Traffic Model 1 and Traffic Model 2 in Dense Urban scenario
For example, in Figure 14 (a), when transmitting packets of Traffic Model 2 in Dense Urban scenario and 2 UEs in per cell, Case 1, i.e., the legacy CG transmission scheme causes [3845] error packets in total, with [3845] packets exceeding PDB and [0] packet reaching max HARQ transmission. Case 2 (with 5ms delay) causes [1847] error packets in total, with [1830] packets exceeding PDB and [17] packets reaching max HARQ transmission. Case 2 (with 7.5ms) delay causes [6170] packets in total, with [6137] packets exceeding PDB and [33] packets reaching max HARQ transmission. While for Case 3, it causes [180] error packets in total, with [179] packets exceeding PDB and [1] packet reaching max HARQ transmission.
It can be observed in Figure 14 that MCG (with adaptive parameter adjustment) is capable of significantly reducing the number of erroneous packet, especially the number of error packets exceeding PDB limitation.
[bookmark: _Toc15895]Multiple CG PUSCHs configuration transmission with adaptive parameter adjustment is capable of reducing the the number of error packets.
Therefore, based on above evaluation as well as the analysis, we know multiple CG PUSCHs configuration with adaptive parameter adjustment brings capacity performance gain by flexible resource assignment, such as unused resource release, overlapped resource indication, MCS level adjustment and the number of layers adjustment, compared to legacy CG transmission scheme. In addition, MCG (with adaptive parameter adjustment) reduces the transmission delay compared to DG transmission.
[bookmark: _Toc29280] Compared with legacy CG transmission scheme, CG enhancement technique, including e.g., multiple CG PUSCHs configuration with adaptive parameter adjustment, can be considered to improve capacity for XR service.
[bookmark: _Toc26667]Compared with DG transmission scheme, CG enhancement technique, including e.g., multiple CG PUSCHs configuration with adaptive parameter adjustment, can be considered to improve capacity for XR service.
Discussion on downlink SPS enhancement
SPS transmission is characterized by fixed MCS level, periodic and fixed time-frequency resource, which fits to the periodical service with small packet size and stringent latency, including e.g. URLLC services. Compared to dynamic grant transmission, SPS transmission is capable of reducing overhead of downlink control signaling, as well as transmission latency which is required for PDCCH transmission/decoding in DG mechanism. 
XR service is characterized by quasi-periodicity, large and various packet size as well as stringent latency. In order to reduce transmission latency and save overhead of downlink control signaling, SPS transmission may be one of potential transmission schemes for XR service due to the mentioned advantages.  
[bookmark: _Toc17559]Given the advantages of reducing overhead of downlink control signaling and transmission latency, SPS mechanism can be considered and applied in XR traffic.
Furthermore, as mentioned before, the packet size of XR service is large and various. In order to address the characteristic, multiple SPS configurations or multiple SPS PDSCHs configuration are considered. Both of them aim to compose multiple transmission occasions in a period of time to reduce the gap between the time of packet arrival and corresponding available transmission occasion(s). However, the problems of these two approaches include low resource efficiency, periodicity misalignment, which is the same as that of CG. Besides, another problem is excessive power consumption caused by blind detection of SPS PDSCH. Due to sufficient transmission occasions are usually configured to fit to XR services with various packet size and stringent latency, there are probably redundant resources if the packet size turns to be smaller than the maximum one. Whereas from UE’s perspective, it would detect SPS PDSCH blindly even though there was no data transmission in the redundant resource, which leads to excessive power consumption. 
Potential XR-specific SPS enhancement
Towards to the all the issues of transmitting XR service by SPS transmission mentioned above, the solution is similar to potential CG enhancement:
· Parameters such as MCS level and the number of layers are adjusted for each packet transmission to increase capacity performance by resource efficiency enhancement. 
· Non-integer periodicity alignment is used for eliminating the accumulation of delay so that the delay is controlled within the acceptable range.
· Unused resource release is used for releasing the redundant resources and UE is capable of skipping the redundant resources instead of blindly detecting each resources.
Evaluation results and analysis for SPS enhancement
In this section, we present the evaluation results for multiple SPS PDSCHs configuration with adaptive parameter adjustment. The simulation assumptions are shown as below:
· Traffic model: Downlink AR/VR video which is captured in TR 38.838 [1]
Table 2 Traffic model for downlink simulation
	Traffic Model No.
	Bit rate (Mbps)
	Periodicity (FPS)
	Mean Packet size (Byte)
	PDB (ms)

	Traffic Model 4
	45
	60
	93750
	10

	Traffic Model 5
	60
	60
	125000
	10


· Simulation cases: the simulation cases include the legacy SPS configuration and multiple SPS PDSCHs configuration with adaptive parameter adjustment.
· Case 1: legacy SPS configuration
· Case 2: multiple SPS PDSCHs configuration with adaptive parameter adjustment (Labeled in ‘MSPS’ in figure)
Other evaluation assumptions have been listed in Appendix A.1. Base on the assumptions mentioned above, we present evaluation results of capacity performance in Indoor HotSpot scenario as follows.
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	(a) Downlink Traffic model 4
	(b) Downlink Traffic model 5


Figure 15 Capacity performance comparison for Case 1 and Case 2 for Traffic Model 4 and Traffic Model 5 in Indoor HotSpot scenario
It can be observed in Figure 15, when the traffic model is 45Mbps@60fps, 10ms and 60Mbps@60fps, 10ms in Indoor Hotspot scenario, [0.0] UE can be both supported by legacy SPS transmission, while [4.2] and [2.4] UEs can be supported by multiple SPS PDSCHs configuration with adaptive parameter adjustment, respectively.
[bookmark: _Toc21516]When considering the traffic model of 45Mbps@60fps, 10ms or 60Mbps@60fps, 10ms in Indoor Hotspot, multiple SPS PDSCHs configuration with adaptive parameter adjustment transmission scheme is capable of supporting considerable amount of UEs compared with legacy CG transmission scheme.
[bookmark: _Toc4544] Compared with legacy SPS transmission scheme, SPS enhancement techniques, including e.g., multiple SPS PDSCHs configuration with adaptive parameter adjustment, can be considered to improve capacity for XR service.
Moreover, for these two traffic models, the evaluation results of power consumption are presented as follows. And the power model is based on Appendix B.
Table 3 Power consumption comparison for Case 1 and Case 2 for Traffic Model 4 and Traffic Model 5 in Indoor HotSpot scenario
	Traffic model No.
	Case
	Capacity
	Power consumption

	Traffic Model 4
	Case 1: Legacy SPS
	0
	195.43

	
	Case 2: MSPS
	4
	52.88

	Traffic Model 5
	Case 1: Legacy SPS
	0
	195.37

	
	Case 2: MSPS
	2.4
	61.06


It can be observed in Table 3 that when the traffic model is Traffic Model 4 (45Mbps@60fps, 10ms) in Indoor Hotspot scenario, multiple SPS PDSCHs configuration with adaptive parameter adjustment reduces the power consumption from [195.43] to [52.88], compared to legacy SPS transmission scheme. While considering the traffic model is Traffic Model 5 (60Mbps@60fps, 10ms) in Indoor HotSpot scenario, multiple SPS PDSCHs configuration with adaptive parameter adjustment reduces the power consumption from [195.37] to [61.06], compared to legacy SPS transmission scheme.
[image: 功耗降低的增益]
Figure 16 Power consumption reduction illustration
As illustrated in Figure 16, assuming that there are 5 SPS PDSCHs pre-configured in a period, but 2 SPS PDSCHs resource are occupied to carry data. All the 5 SPS PDSCHs are blindly detected according to legacy SPS transmission mechanism. While multiple SPS PDSCHs configuration with unused resource release, only 2 SPS PDSCHs are detected and the redundant SPS PDSCHs can be skipped with the cost of additional PDCCH monitoring. 
[bookmark: _Toc14801]Compared with legacy SPS transmission, SPS enhancement technique, including e.g., multiple SPS PDSCHs configuration with adaptive parameter adjustment, can be considered to reduce power consumption for XR service. 
Discussion on dynamic scheduling/grant enhancement
[bookmark: _Toc82][bookmark: _Toc29400][bookmark: _Toc525][bookmark: _Toc29089]Single DCI scheduling multiple PxSCH
In RAN1#109-e meeting, it was agreed to study whether extend the capability of single DCI scheduling multi-PxSCHs to XR use cases. Assuming the DL stream is pseudo-periodic and with large scale of packet size (e.g., several slots would be scheduled for a packet transmission), single DCI scheduling multiple TBs might improve network capacity due to saving PDCCH overhead. However, according to the evaluation as illustrated in Table 4, the capacity performance (Satisfied UE percentage @ over 80%) hasn’t been improved significantly.
[bookmark: _Ref110932695]Table 4 Satisfied UE percentage gain for different UE numbers per cell (DL AR, SCS=30 kHz)
	Number of UEs per cell
	Satisfied UE percentage gain

	7
	0%

	9
	1.39%

	10
	3.19%


[bookmark: _Toc10626]For DL AR scenario, SCS=30kHz, single DCI scheduling multi-PDSCHs is beneficial but limited to the improvement of system capacity.
[bookmark: _Toc16928]Further evaluate and justify the performance of single DCI scheduling multi-PxSCHs for XR scenarios.
It was also agreed to study the HARQ-ACK enhancement regarding this topic in the last meeting. In current specification, the HARQ-ACK codebook to schedule PDSCHs is generated and transmitted in one slot. It means the HARQ feedback is not transmitted to the gNB until a time after the last scheduled downlink transmission, a re-transmission schedule is delayed. As a result, such latency may cause degradation of performance of capacity.
If HARQ-ACK can be reported in multiple slots according to corresponding groups of the scheduled downlink transmissions. Accordingly, delay of HARQ-ACK for a group of PDSCHs can be reduced. In other words, to improve the capacity of DL transmission, partial DL transmission can be re-transmitted earlier if it is not detected correctly by the UE. 
Moreover, CBG-based PDSCH transmission mechanism is capable of reducing the re-transmission resource and further improve the capacity by only re-transmitting the code block groups with erroneous code blocks, which increases the resource efficiency. However, it is obvious that compared with the traditional re-transmission, the feedback overhead required for CBG-based transmission increases. Therefore, it is necessary to investigate issues of overhead of CBG-based feedback, especially for the XR traffic.
[bookmark: _Toc6030]HARQ-ACK reported in multiple slots according to corresponding groups of the scheduled downlink transmissions may be beneficial.
[bookmark: _Toc21582]CBG-based PDSCH transmission in multiple slots can be studied.
Moreover, further study for the configurations per PDSCH/PUSCH is needed, and according to current specification, in fact configuration per PDSCH/PUSCH including SLIV, RV, NDI, can be supported. However, given the channel state of consistent slots at which conveys PxSCHs, may be similar because of the low mobility of XR devices, the flexibility of bit field as SLIV, RV, etc in DCI format 0-1/ DCI format 1-1 per PDSCH/PUSCH would be not necessary. On the other hand, given UEs’ frequency selective fading channel e.g., for indoor scenarios, if multiple frequency resources were allocated to a UE according to the channel states, it could possibly be beneficial to improve the capacity. Besides, with finer frequency granularity indication, another UE’s TB can also be able to be scheduled to preempt the resource which has been pre-configured by the single DCI.
[bookmark: _Toc21203]The flexibility of bit field as SLIV, RV, etc in DCI format 0-1/ DCI format 1-1 per PDSCH/PUSCH may be not necessary. But for frequency domain perspective, finer frequency granularity deserves further discussion.
Precise buffer status reporting for UL transmission
BSR for XR traffic analysis
For UL AR video transmission, data packets are characterized by large amount and variability. And as Figure 17 illustrated, the reported buffer size is actually larger than the actual buffer size. Thus, legacy buffer status reporting (BSR) will waste radio resource and decrease the UL system capacity. To this end, precise buffer size determination through enhanced buffer status reporting (BSR) is considered to enhance system capacity. More details have been elaborated in [4].
[image: PreciseBSR示意图]
Figure 17 Differentiation illustration on precise BSR and legacy BSR
Evaluation results for potential BSR Enhancement
To further illustrate the size gap and impact on capacity, we study the relationship between the distribution of UL AR traffic model and the value of buffer size level table in Figure 18.
The XR capacity results for Dense Urban scenarios are provided in Figure 19. The traffic models are AR aggregating scene/video/data/audio traffic model: 10Mbps@60fps with 30ms PDB and 20Mbps@60fps with 30ms. The parameters for simulation are listed in Table A.2. The distribution figures are shown as follows.
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	(a)10Mbps@60fps traffic model distribution
	(b)20Mbps@60fps traffic model distribution


Figure 18 Distribution of UL AR video traffic model and BS level table.
In Figure 18, the blue line is the PDF of UL AR traffic model, while the black dots represents the value in buffer size level table in [5]. According to Figure 18, for both 10Mbps@60fps traffic model and 20Mbps@60fps traffic model, more than a half proportion of packet sizes are overestimated, where 56% of packets (i.e. packet size larger than 20516 Byte) are overestimated to 28581 Byte based on 10Mbps@60fps traffic model, while 66% of packets (i.e. packet size larger than 39818 Byte) are overestimated to 55474 Byte based on 20Mbps@60fps traffic model. 
[bookmark: _Toc7334]For both 10Mbps@60fps traffic model and 20Mbps@60fps traffic, more than a half proportion of packet sizes are overestimated using existing BSR tables. 
The capacity performance between precise BSR and legacy BSR is depicted as follows:
	[image: ]


Figure 19 Capacity comparison between precise BSR and current legacy BSR.
In Figure 19, for 10Mbps@60fps, capacity performances are increased from [9.5] with legacy BSR indication to [10.9] @90% satisfied UE percentage with precise BSR indication by about [14.47%], while for 20Mbps@60fps, capacity performances are increased from [3.4] with legacy BSR indication to [5.1] @90% satisfied UE percentage with precise BSR indication by about [50.00%] using MU-MIMO in UL FR1 dense urban scenario.
Based on Figure 18 and Figure 19, it can be observed that the size gap results in resource waste and capacity performance degradation. To this end, the BSR should be enhanced. 
[bookmark: _Toc87003957][bookmark: _Toc1020][bookmark: _Toc87003958]In uplink transmission, overestimated packet sizes may cause capacity performance loss. And uplink transmission with precise BSR indication can bring capacity performance gain.
[bookmark: _Toc6874] Dynamic grant enhancement technique, including e.g., enhanced BSR indication, can be considered to improve capacity for XR service.  
Conclusion
In this contribution, we have the following observations/proposals:
Observation 1: Given the advantage of reducing transmission latency, CG mechanism should be considered to be applied in XR traffic transmission.
Observation 2: Current CG mechanism is suitable for Pose/Control transmissions.
Observation 3: Multiple CG PUSCHs configuration with CG parameters adjustment, and releasing unused resources, can address the problem of low resource efficiency.
Observation 4: Multiple CG PUSCHs configuration with dynamic resource indication, can be considered to address the problem of inter-UE resource collision.
Observation 5: Non-integer periodicity alignment can be considered to address the problem of misalignment between non-integer periodicity of XR packet arrival and periodicity of CG PUSCH.
Observation 6: When considering the traffic model of 20Mbps@60fps or 10Mbps@60fps with 10ms PDB in Indoor HotSpot, the transmission scheme of multiple CG PUSCHs configuration with adaptive parameter adjustment is capable of supporting considerable amount of UEs compared to legacy CG transmission scheme or DG transmission scheme with Tx delay consideration.
Observation 7: When considering the traffic model of 20Mbps@60fps, 30ms in Dense Urban, multiple CG PUSCHs configuration with adaptive parameter adjustment transmission scheme is capable of supporting considerable amount of UEs compared with legacy CG transmission scheme, which is capable of bringing about 11%~14% capacity gain compared to DG transmission scheme with Tx delay consideration.
Observation 8: When considering the traffic model of 20Mbps@60fps, 10ms in Dense Urban, multiple CG PUSCHs configuration with adaptive parameter adjustment transmission scheme is capable of supporting considerable amount of UEs compared to legacy CG transmission scheme and DG transmission scheme with Tx delay consideration.
Observation 9: When considering the traffic model of 10Mbps@60fps, 10ms in Dense Urban, multiple CG PUSCHs configuration with adaptive parameter adjustment transmission scheme is capable of supporting considerable amount of UEs compared to legacy CG transmission scheme and DG transmission scheme with Tx delay consideration.
Observation 10: Multiple CG PUSCHs configuration with adaptive parameter adjustment can achieve similar slots occupation with DG schemes from time domain resource occupation perspective.
Observation 11: For large packet size service transmitting in the uplink transmission, most frequency domain resource would be occupied for both enhanced CG and DG solutions.
Observation 12: Configured grant transmission is capable of reducing the transmission delay compared with dynamic grant.
Observation 13: Multiple CG PUSCHs configuration transmission with adaptive parameter adjustment is capable of reducing the the number of error packets.
Observation 14: Given the advantages of reducing overhead of downlink control signaling and transmission latency, SPS mechanism can be considered and applied in XR traffic.
Observation 15: When considering the traffic model of 45Mbps@60fps, 10ms or 60Mbps@60fps, 10ms in Indoor Hotspot, multiple SPS PDSCHs configuration with adaptive parameter adjustment transmission scheme is capable of supporting considerable amount of UEs compared to legacy CG transmission scheme.
Observation 16: For DL AR scenario, SCS=30kHz, single DCI scheduling multi-PDSCHs is beneficial but limited to the improvement of system capacity.
Observation 17: HARQ-ACK reported in multiple slots according to corresponding groups of the scheduled downlink transmissions may be beneficial.
Observation 18: CBG-based PDSCH transmission in multiple slots can be studied.
Observation 19: The flexibility of bit field as SLIV, RV, etc in DCI format 0-1/ DCI format 1-1 per PDSCH/PUSCH may be not necessary. But for frequency domain perspective, finer frequency granularity deserves further discussion.
Observation 20: For both 10Mbps@60fps traffic model and 20Mbps@60fps traffic, more than a half proportion of packet sizes are overestimated using existing BSR tables.
Observation 21: In uplink transmission, overestimated packet sizes may cause capacity performance loss. And uplink transmission with precise BSR indication can bring capacity performance gain.

Proposal 1:  Compared with legacy CG transmission scheme, CG enhancement technique, including e.g., multiple CG PUSCHs configuration with adaptive parameter adjustment, can be considered to improve capacity for XR service.
Proposal 2:  Compared with DG transmission scheme, CG enhancement technique, including e.g., multiple CG PUSCHs configuration with adaptive parameter adjustment, can be considered to improve capacity for XR service.
Proposal 3:  Compared with legacy SPS transmission scheme, SPS enhancement techniques, including e.g., multiple SPS PDSCHs configuration with adaptive parameter adjustment, can be considered to improve capacity for XR service.
Proposal 4:  Compared to legacy SPS transmission, SPS enhancement technique, including e.g., multiple SPS PDSCHs configuration with adaptive parameter adjustment, can be considered to reduce power consumption for XR service.
Proposal 5:  Furtherevaluate and justify the performance of single DCI scheduling multi-PxSCHs for XR scenarios.
Proposal 6:  Dynamic grant enhancement technique, including e.g., enhanced BSR indication, can be considered to improve capacity for XR service.
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Appendix 
A Simulation Parameters
Table A.1 simulation parameters for FR1 DL
	Parameters
	Value

	Scenario
	Scenario-1: Indoor Hotspot
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban
hexagonal layout with 7, 3 Sectors
	Scenario-3: Urban Macro
hexagonal layout with 7, 3 Sectors

	Inter-BS distance
	20m
	200m
	500m

	Carrier frequency
	4 GHz

	Duplex Mode / Simulation bandwidth
	100 MHz

	SCS
	30KHz

	TDD pattern
	DDDSU

	BS Antenna Configuration
	32 Tx antenna ports, and (dH, dV) = (0.5λ, 0.5λ);
32TX:(M, N, P, Mg, Ng; Mp, Np) = (4,4, 2, 1, 1; 4, 4); 
The antenna tilt is 90 degrees.
	64 Tx antenna ports, and (dH, dV) = (0.5λ, 0.5λ);
64TX:(M, N, P, Mg, Ng; Mp, Np) = (8,8, 2, 1, 1; 4, 8); 
The antenna tilt is 12 degrees.

	UE Antenna Configuration
	4 Rx antenna ports, and Panel model 1: dH = 0.5λ
4 Rx: (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1; 1,2);
	4 Rx antenna ports, and Panel model 1: dH = 0.5λ
4 Rx: (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1; 1,2);

	Transmit Power
	24 dBm per 20M at TRP, and 23 dBm at UE
	44 dBm per 20M at TRP, and 23 dBm at UE

	BS Height
	3 m 
	25 m 

	UE Height
	1.5m
	Outdoor UEs: 1.5 m
Indoor UTs: 3(nfl – 1) + 1.5; 
nfl ~ uniform(1,Nfl) where 
Nfl ~ uniform(4,8)

	Antenna Element Gain
	5dBi for BS and 0 dBi for UE
	8dBi for BS and 0 dBi for UE

	Receiver Noise Figure
	5 dB for BS and 9 dB for UE

	UE distribution
	100% of users are indoor
Use 3km/h for modeling fading channel
	80% of users are indoor,20%of users are outdoor;
Use 3km/h for modeling fading channel

	Number of UEs per cell
	up to 15

	Scheduling Algorithm
	SU-MIMO+ PF

	HARQ/repetition
	HARQ retransmission

	Channel estimation
	Realist

	Target BLER
	10% for first transmission

	PHY processing delay
	UE PUSCH processing Capability #1,N1=10

	PDCCH overhead
	1/7(2symbols per 14symbol)

	DMRS overhead
	1 symbol per 14symbol

	BS receiver
	MMSE-IRC


[bookmark: _Ref9233][bookmark: OLE_LINK19][bookmark: OLE_LINK18]
Table A.2 Simulation assumption for FR1 UL
	Parameter
	value

	Scenarios
	Scenario-1: Indoor Hotspot 
12 nodes in 50 m x 120 m
	Scenario-2 : Dense Urban

	Carrier frequency
	4GHz

	Bandwidth 
	100 MHz

	Subcarrier spacing
	30 KHz

	Frame structure
	DDDSU (S: 10D:2G:2U) for UL interaction/pose information delivering

	BS Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 32R: (4,4,2,1,1;4,4)
(dH,dV) = (0.5, 0.5)λ
	For 64R: (8,8, 2, 1, 1; 4, 8)
(dH,dV)  = (0.5λ, 0.5λ);

	UE Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 2T: (1,1,2,1,1;1,1)
(dH, dV)=( 0.5, N/A)λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi
	Ceiling-mount pattern, 8 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi
	Omnidirectional, 0 dBi

	UE max Power
	23 dBm 

	Power control
	[bookmark: OLE_LINK6][bookmark: OLE_LINK4]P0 = -80 dBm, alpha = 0.8

	Noise Figure
	5dB for BS and 9dB for UE

	Scheduler
	MU-MIMO+PF / SU-MIMO CG

	Device deployment
	100% indoor
	80% of users are indoor,20%of users are outdoor;
Use 3km/h for modeling fading channel

	Down-tilt
	90 degrees
	12 degrees

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	Target BLER
	10% for first transmission

	UE speed
	3 km/h

	HARQ/repetition
	HARQ retransmission,Maximum number of retransmissions is 3

	PHY processing delay
	UE PUSCH processing Capability #1,N2=12

	DMRE overhead
	4RE



B Power model
Table B.1 Power model for DL
	Power state
	Relative Power(1 slot)

	PDCCH-only
	100

	PDCCH+PDSCH
	300

	Micro sleep
	45

	Light sleep
	20

	Deep sleep
	1



Table B.2 Power model for UL
	Power state
	Relative Power(1 slot)

	
	0dBm
	23dBm
	Other Tx power

	UL(long PUCCH or PUSCH)
	250
	700
	Obtained by linear function or step function

	PDCCH+PUSCH
	Sum(PDCCH-only, PUSCH)

	PDCCH+PDSCH+PUSCH
	Sum(PDCCH+PDSCH, PUSCH)


Note: Power model of “PDCCH+PUSCH” is the sum of “PDCCH-only” power consumption and “PUSCH” power consumption. Power model of “PDCCH+PDSCH+PUSCH” is the sum of “PDCCH+PDSCH” power consumption and “PUSCH” power consumption.
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