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In the study item [1] scope, it is stated that one of the use cases to be focused on is
· Initial set of use cases includes: 
· [bookmark: _Hlk102060727]CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
In this contribution, we provide our opinions on finalization of representative sub use cases for CSI feedback enhancement and discussions on potential specification impact.


Discussion on sub use cases
At the last meeting, we have reached the following agreement and conclusion.

	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 
Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.



In this section, we discuss other potential sub use case in addition to spatial-frequency domain CSI compression.
CSI prediction
CSI is a crucial piece of information that is needed to attain high link quality. For example, CSI is needed for MIMO precoding, beamforming, user scheduling, interference alignment, and transmit antenna selection, among others. CSI aging (or stale CSI), however, is a serious problem that adversely affects wireless systems. This is especially significant in Frequency Division Duplex (FDD) systems, where channel reciprocity is not typically assumed. Thus, FDD transmitters rely on feedback from receivers to acquire CSI. Such feedback causes further delay that adds to the overall CSI aging problem.
To overcome CSI aging, prediction can be performed to allow more timely decisions based on future channel conditions. This is a challenging problem since each CSI instance is a complex-valued matrix with dimensions , where  and  are the numbers of RX and TX antennas, respectively, and  is the number of elements in the frequency dimension, which could be the number of subcarriers or the number of Resource Blocks (RB) or the number of sub-bands, etc. In other words, the number of parameters to be predicted to construct future CSI is quite large. However, the potential gains accrued from CSI prediction warrants further investigation.
In our companion paper [2], on performance evaluation, we demonstrate the promising potential of applying AI/ML based algorithms to the CSI prediction problem in comparison to classical prediction solutions. Specifically, our results demonstrate the AI/ML could be better suited for longer range prediction where classical solutions may fail to provide adequate performance.
Proposal 1: Study CSI prediction under Release 18 AI/ML-based CSI enhancement.


Potential specification impact 
CSI compression with auto-encoder
1.1.1 Training collaboration
Regarding the definition of joint training and separate training, two alternatives were proposed at the last RAN1 meeting as follows.

	Proposal 3.1.1.2-1: 
Definition Alt 1: 
· Joint training of two-sided model: A process to train an AI/ML model by learning the input/output relationship of the two-sided model jointly. 
· Separate training of two-sided model: The process to train a pair of AI/ML models by learning the input/output relationship of each model separately with necessary interaction.
Definition Alt 2:
· A two-sided model consists of a paired model-A (i.e., AI/ML model that generates CSI feedback) and model-B (i.e., AI/ML model that uses CSI feedback to reconstruct CSI).   
· Joint training of two-sided model: A process to train model-A and model-B by learning a representation of the input in model-A and reconstructing the output based on the same representation in model-B, jointly.
· Separate training of two-sided model: A process to train model-A and model-B by learning a representation-1 of the input in model-A and reconstructing the output based on a representation-2 in model-B, separately, with necessary interaction. 



Although two definitions define the meaning of two schemes well, but we think Alt 2 is more informative and concrete. Thus, we have the following proposal.
Proposal 2: Use the Alt 2 as the definition of joint training and separate training of two-sided model
We have also discussed offline/online training collaboration for CSI compression using two-sided model use case. 

	Proposal 3.1.1.2-2: In CSI compression using two-sided model use case, offline training is prioritized. The following offline AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at NW side serverwith model transfer to exchange with UE
· Type 2: Joint training of the two-sided model at UE side serverwith model transfer to exchange withNW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment.
· Type 4: Separate training at UE side serverand NW side serverfor encoder/decoder CSI feedback generation model / CSI reconstruction model respectively. 
· FFS: Model fine tuning.



However, similar discussion on general UE-gNB collaboration is on-going in AI 9.2.1. Therefore, we can discuss spec impact for offline/online training collaboration after the discussion on general UE-gNB collaboration is finalized in AI 9.2.1.
Proposal 3: Discuss spec impact for offline/online training collaboration after the discussion on general UE-gNB collaboration is finalized in AI 9.2.1.

1.1.2 Configuration and content for model input
At the last RAN1 meeting, we had discussion on configuration and content for model input. For example, we can discuss potential spec impact for encoder/decoder input type/dimension/configuration and so on. In addition, we can also discuss pre-processing of model MIMO channel feature extraction methods. However, if we discuss configuration and content for encoder/decoder input for all different types in training collaboration, it would be too much workload. Instead, it is better to focus on specific type for CSI compression after the discussion on training collaboration is finished. Therefore, we have the following proposal. 
Proposal 4: Discuss spec impact for model input (encoder/decoder input) and pre-processing after the discussion on training collaboration is finished. 

1.1.3 Configuration and content for model output 
We have also discussed model output (encoder output and decoder output) at the last meeting. We have identified three types of information as follows. 
· Configuration and content of encoder output (Compressed CSI) type and dimension  
· Configuration and content of decoder output (reconstructed CSI) type and dimension  
· Potential post-processing of decoder output 
We can further discuss the above information for model output, but these are also closely related to each type of training collaboration. Thus, we would like to suggest the following proposal.
Proposal 5: Discuss spec impact for model output (encoder/decoder output) after the discussion on training collaboration is finished. 

1.1.4 Training procedure 
We have discussed on training procedure for joint training and separate training at the last RAN1 meeting. The following proposals are proposed.

	Proposal: For joint training, further discuss at least the following options:  
· Signaling enhancements to enable the collection of a dataset that may be useful for offlinetraining. 
· Transmission/reception of the datasets for training/validation/testing/inference, and/or exploit existing signaling for data collection.
· Training data reporting
· For field data collection, proper processing to remove the possible impairments to dataset from the RF circuit is required at UE side.
· Potential specification impact to support re-training/re-tuning procedure. 
Proposal: for separate training, further discuss at least the following options: 
· Signaling enhancements to enable the collection of a dataset that may be useful for separate training as well.
· Format of CSI report



First, it is better to clarify the different options for joint training and separate training. For example, what is the difference between transmission/reception of the datasets in the second bullet and training data reporting in the third bullet? Also, the fourth bullet doesn’t seem to be an additional option. It can be treated as general consideration for training procedure. We also think training procedure is closely related to the discussion training collaboration. Therefore, we would like to suggest the following proposal.
Proposal 6: Discuss spec impact for training procedure after the discussion on training collaboration is finished. 

1.1.5 Model exchange 
For type 1 and type 2 in training collaboration, joint training of the two-sided model is performed at UE or NW. Then, model exchange (or transfer) should be essential between UE and gNB. For detailed topics for model exchange, we could discuss content of model exchange which includes model format, pre/post processing, model parameters, hyper-parameters, and so on. We can also discuss the signalling format on how to exchange the model. But we don’t need to discuss the limit on the model structure such as number of layers, size of models. This can be proprietary information. UE capability-related discussion can also be followed. However, for type 3 and type 4 in training collaboration, model exchange is unnecessary. Thus, we have the following proposal for model exchange.
Proposal 7: Discuss potential spec impact on model exchange focusing on the followings
· Content of the model exchange including model format, pre/post-processing choice, model parameters, hyper-parameters, etc.
· Signalling format for the model exchange
· Related UE capability

1.1.6 Quantization 
At the last meeting, some companies proposed to discuss quantization schemes for CSI compression with auto-encoder. We also believe that it is an important topic for CSI compression. Since the quantization function is not differentiable, the gradient of bit level quantization function cannot be handled when we perform backpropagation algorithm for training. Some of works in literature tried to handle this issue. In this SI, it is better to study different quantization methods to resolve the problem and get the performance as close to non-quantization as possible. Therefore, we would like to make a following proposal.
Proposal 8: Study potential spec impact on quantization for CSI compression with auto-encoder focusing on the followings
· Uniform vs Non-uniform quantization
· Scalar vs Vector quantization
· Derivable (approximated) quantization
· Gradient passing
· Learnable quantization offset

1.1.7 Life cycle management 
Life cycle management (LCM) is already being actively discussed in AI 9.2.1 General aspects of AI/ML framework. The followings are main related issues in the discussion.
· [bookmark: _Toc101357047][bookmark: _Toc105521385]Model configuration, activation, and deactivation
· Model download
· Model performance monitoring and related signaling support
· Model selection and update
· Online training
· UE capability impact 
Since life cycle management is related to not only CSI compression but also all other use cases and sub use cases, we have the following proposal.
Proposal 9: Discuss the potential spec impact of life cycle management for CSI compression in AI 9.2.1 General aspects of AI/ML framework 

CSI prediction
Several alternatives to handle CSI prediction exists and each would have their own specification impact.
One aspect of CSI prediction is whether to execute it on the UE side or on the gNB side. If CSI is to be predicted on the UE side, then it is important to decide on how the CSI feedback to gNB is executed:
· One example is that gNB configures the UE with a prediction target of X milliseconds in the future (which is likely to be subject to UE capability) then the UE compresses the predicted CSI using one of the already available mechanisms. For instance, the UE may feedback PMI/RI/CQI information using, for example, E-Type II codebook. Alternatively, the UE may compress the raw CSI using an AI/ML CSI compression approach.
· Another example is that the UE feeds back multiple instances of future CSI, taking into account the time domain fluctuations. In this case a new feedback mechanism is required since so far, the time domain has not been incorporated in CSI feedback.
If CSI is to be predicted at gNB, then the UE must provide proper information sufficient for gNB to accomplish the prediction task. Our earlier results on CSI enhancement in the time domain showed that PMI prediction at gNB using previous PMIs does not result in good prediction performance. Such results, however, were not based on AI/ML models but it is likely to hold true even with AI/ML models. In such scenario, more information may be needed at gNB for it to handle the prediction reliably, which will be an extra burden on feedback. It remains to be seen what extra feedback could be required and whether the increased feedback to gNB (to allow it to do prediction) warrants enough performance gains over prediction on UE side.


Conclusion
In summary, based on the above discussion we have the following observations and proposals:
Proposal 1: Study CSI prediction under Release 18 AI/ML-based CSI enhancement.
Proposal 2: Use the Alt 2 as the definition of joint training and separate training of two-sided model
Proposal 3: Discuss spec impact for offline/online training collaboration after the discussion on general UE-gNB collaboration is finalized in AI 9.2.1.
Proposal 4: Discuss spec impact for model input (encoder/decoder input) and pre-processing after the discussion on training collaboration is finished. 
Proposal 5: Discuss spec impact for model output (encoder/decoder output) after the discussion on training collaboration is finished. 
Proposal 6: Discuss spec impact for training procedure after the discussion on training collaboration is finished. 
Proposal 7: Discuss potential spec impact on model exchange focusing on the followings
· Content of the model exchange including model format, pre/post-processing choice, model parameters, hyper-parameters, etc.
· Signalling format for the model exchange
· Related UE capability
Proposal 8: Study potential spec impact on quantization for CSI compression with auto-encoder focusing on the followings
· Uniform vs Non-uniform quantization
· Scalar vs Vector quantization
· Derivable (approximated) quantization
· Gradient passing
· Learnable quantization offset
Proposal 9: Discuss the potential spec impact of life cycle management for CSI compression in AI 9.2.1 General aspects of AI/ML framework 
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