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Introduction
Artificial intelligence (AI)/machine learning (ML) for NR air interface has been approved as a study item in Release 18 ‎[1]. In RAN WG1 #109-e, potential of AI/ML models for enhancing CSI feedback has been revealed, and essential KPIs, training strategies, and evaluation methodologies for pilot studies have been agreed. In this contribution, we further evaluate AI/ML models’ capability of improving CSI feedback for  channel models in ‎[2],  study scenarios/configurations for which a single AI/ML model come into help, explore additional KPIs for better comparison of different AI/ML models, and discuss common agreements required for generating mixed datasets.
Evaluation Methodology
Evaluation Scopes
In this contribution, we have four evaluation scopes as what follows:
Evaluation of ML models for CSI compression in terms of feedback overhead and accuracy compared to eType II codebook as the baseline. 
Evaluation of ML models operating on multiple scenarios/configurations in comparison with ML models exclusively trained for a single scenario/configuration.
Evaluation of ML models on test scenarios/configurations which are different from what have been observed during the training phase.
Evaluation of ML models for CSI prediction and comparison with non-AI methods.
Datasets
To train and evaluate ML models, we have resorted to datasets according to channel models specified in TR 38.901 ‎[2] and parameters presented in Table 1 in Section ‎7.1 for CSI compression as well as Table 2 and Table 2 in Section ‎7.2 for CSI prediction. Particularly, we have used Dataset 1 with agreed SLS parameters configuration in ‎[4] for the first three evaluation scopes. Dataset 4 has been used for the last evaluation scope. To follow Scope 2 and Scope 3 in our evaluations, along with Dataset 1, we have also used Dataset 2, Dataset 3, and Dataset 5 which are not precluded in ‎[4]. For these scopes which are focused on generalization of ML models, we may combine different subsets of datasets to generate required mixed datasets to emulate a specific generalization case.  
While generalization is an important aspect of AI/ML models, there is no agreed way to emulate generalization from both mixed datasets and generalization dimension perspectives. The mixed datasets should be subject of further discussions to determine the generalization dimensions (e.g., rank, layer, antenna configuration, channel models, carrier frequency, etc.) and exact contribution of each dataset into the mixed one according to real-world settings. We suggest using public mixed datasets (across agreed dimensions with known combinations) to foster both academic and industrial research on generalization aspects of AI/ML models.

[bookmark: _Hlk110337592]The mixed datasets should be subject of further discussions to determine the mixing dimensions (e.g., rank, layer, antenna configuration, channel models, carrier frequency, etc.) and provide exact contribution of each sub-dataset into the mixed one according to real-world settings.
Considering the potential number of mixing dimensions, we suggest using public datasets to facilitate study on generalization aspects of AI/ML models. 
KPI
Performance KPI
We have used Generalized Cosine Similarity (GCS) and Normalized Mean Square Error (NMSE) as performance KPIs for CSI feedback enhancement use cases. For mixed datasets, we generalized performance KPIs by averaging over their constituting sub-datasets. 
Generalization KPI
To quantify generalization of an ML model from one setting (scenario/configuration) to another, we have measured and compared performance KPI of the generalized and dedicated ML models in the test setting (scenario/configuration which may or may not be different from training scenario/configuration)
On introducing new KPIs
The common performance KPIs are well enough to measure both intermediate capability (e.g., reconstruction accuracy) and ultimate capability (e.g., throughput) of ML models in the context of CSI feedback enhancement.  On the other hand, complexity of ML models can be measured in terms of number of models’ parameters or floating-point operations (FLOPs). Nevertheless, none of these KPIs can be individually regarded as a single point of comparison between ML models. We suggest defining new KPIs incorporating both throughput and complexity to appreciate ML models with a balanced design, such as Throughput per FLOPs, Throughput per MACs, or Throughput per number of trainable parameters. 
[bookmark: _Ref102130427][bookmark: _Toc102133426]To appreciate low-complex, yet high-performing, AI/ML model designs, a KPI measuring throughput per complexity unit would be beneficial. 
In line with the recent research efforts to decrease number of required data samples for training ML models, we believe number of training samples for catching a certain performance KPI would be a beneficial KPI itself. For example, number of training samples required for catching eType II codebook is important for deployment and maintenance of an ML model within its lifecycle in the network. Especially for online learning, this KPI offers a rough criterion on when a model can be effectively deployed and leveraged for compression. It also indicates how much engineering efforts and observation time are required to replace the model if it fails due to any reason. As another benefit, such a KPI indicates how well a network is designed to be trained on rare samples, e.g., layer 3 CSI samples of rank-4 channels which are not as abundant as layer 0 CSI samples of rank-1 channels. Although tuning or well initialization of hyperparameters can reduce number of required training data samples by a limited extent, novel network structures and data processing techniques will bring a significant impact on the aforementioned KPI.  
Number of training samples to reach a certain performance KPI can itself be used as a KPI to quantify trainability of AI/ML models
CSI Compression
A Premier of AI/ML Model for CSI Compression
We adopt autoencoder (AE)-based ML model to compress CSI feedback, where the ML-based encoder at the UE is responsible for providing an abstract representation of CSI, and the ML-based decoder at the gNB reconstructs CSI. CSI can be fed back either in the form of precoders or channel gains. While the potential of AE-based ML models in compressing channels has already been verified ‎[3], we turned our focus on compressing CSI in the form of precoders, i.e., eigenvectors (EVs for simplicity), in this contribution. 
[image: ]
[bookmark: _Ref111043900]Figure 1: A high-level illustration of AE-based CSI compression

As shown in Figure 1, in our model of interest, UE first extracts a set of EVs from the estimated channel gains in a desired frequency granularity, e.g., a resource block (RB) or a sub-band (SB) including multiple PRBs. A sample-invariant or sample-variant pre-processing may be applied on the EVs to either inject a desired statistic or translate the EVs to an intermediate representation domain. The pre-processed EVs will be compressed, quantized, and converted into bits to be sent toward the gNB. Feedback from a UE to the gNB includes information of CSI and may also include useful information about the pre-processing applied at the UE. The pre-processing information is not needed to be a part of feedback unless the pre-processing stage involves sample-variant functions with effects that have to be reverted or considered at the gNB, e.g., categorization, per-sample normalization, etc. We believe this kind of pre-processing approaches drastically impact the realization of multi-vendor environments. The scope of such pre-processing approaches should be limited to the single-vendor environment, or detailed information about their additional feedback overhead should be revealed by proponents. 
In a multi-vendor environment, if sample-variant pre-processing that needs to be reverted by a post-processing is applied, the proponent should reveal the detailed pre-processing approach and provide sufficient details on how necessary information should be included in CSI feedback.
At the gNB side, the received feedback will be dequantized, decompressed, and possibly post-processed. The post-processed information is leveraged to design precoders at the gNB.
Performance Evaluation
We have evaluated the performance of the ML model shown in Figure 1 and compared it with eType II codebook. We particularly focused our evaluation on Dataset 1 with parameters specified in Table 1 and used the same SLS parameter configuration to evaluate eType II codebook. The evaluation confirms the superior performance of ML model in terms of feedback accuracy for a certain feedback size and feedback overhead reduction for a certain feedback accuracy. The evaluation result is illustrated in Figure 2. 
[bookmark: _Hlk110334233]On average over evaluation settings with 100~300 bits of CSI feedback, ML models achieve 5.43% GCS gain over eType II codebook in terms of CSI feedback accuracy. The GCS gain ranges from 3.75% to 6.47% for 100~300 bits of CSI feedback.
At 0.85 GCS, the ML model is able to approximately reduce feedback overhead by 36%. 
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[bookmark: _Ref110815807]Figure 2: GCS performance of ML models versus eType II codebook for Dataset 1 in Table I

Generalization of AI/ML Models for CSI Compression
In the context of AI/ML research, generalization capability of a model is commonly referred to its success upon encountering unseen data with the same distribution as that of the training dataset. One may consider a generalizable model as a robust model which is not suffering from overfitting, and it equally performs well in both training and inference phases. However, the generalization issues discussed in RAN WG1 #109-e ‎[4]  involve “re-usage” where the distribution of data in training and inference phases are not necessarily the same, and also “unification” where one unified model serves multiple datasets with different distributions (or a mixed dataset) to replace ML models dedicated to each dataset. To distinguish the generalization in the context of CSI feedback enhancement from its common definition, we encourage explicit usage of “scenario generalization” and “configuration generalization” in future discussions. These terms would clarify the generalization purpose as well. We have also identified “re-usage” and “unification” as two main scopes of scenario/configuration generalization following different objectives and requirements. We encourage classifying scenario/configuration generalization into these two vividly distinct categories.  Finally, we believe there is no clear boundary between configurations and scenarios from AI/ML perspective. However, since the distinct usage of wordings “configuration” and “scenario” has been agreed and promoted in ‎[5], a complete set of each should be discussed and agreed. 
To distinguish the generalization meaning in the context of CSI compression from its common concept, we suggest explicit usage of “scenario/configuration generalization” in future discussions. We also suggest having agreed sets of scenarios and configurations. 
Categorize scenario/configuration generalizations into “unification” and “re-usage” due to their distinct scopes.

Unification
In our terminology, unification deals with training a unified model covering multiple scenarios/configurations. Unification stands in contradiction to dedicated training where one model is responsible for handling a single scenario/configuration. As the number of possible scenarios//configurations dealing with CSI compression is numerous, storing and maintaining dedicated models at UEs and the gNB are not pragmatic. This makes unification approach a necessity for the prospect of “AI/ML for NR air interface”.  Despite its importance, unification is overlooked in RAN WG1 #109-e. 
Train unified AI/ML models for multiple agreed scenarios/configurations instead of training a dedicated model for each. Unification dimensions shall be further discussed.
To examine feasibility and potential of unification, we have initiated a pilot study on using a unified model for EV compression. We specifically compared the following two cases for rank-2 channels in Dataset 1, 2, and 3 presented in Table 1:
· Case 1: A unified model is trained on EVs of layer 0 and layer 1 to compress EVs of rank-2 channels
· Case 2: A dedicated model is trained on EVs of layer  and is responsible for their compression, where and.
For training a unified model, EVs from both layers equally contributed to forming a mixed dataset. We have also treated them equally important for calculating training loss and test accuracy through a simple averaging over both layers. The evaluation results for Case 1 and 2 are presented in Figure 3-Figure 8
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[bookmark: _Ref111196126]Figure 3: Layer-level unification of ML models for Dataset 1 in Table I
	

Figure 4: Performance of unified ML models for layers 0 and 1 of Dataset 1 in Table I
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Figure 5: Layer-level unification of ML models for Dataset 2 in Table I
	

Figure 6: Performance of unified ML models for layers 0 and 1 of Dataset 2 in Table I
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Figure 7: Layer-level unification of AI models for Dataset 3 in Table I
	

[bookmark: _Ref111196130]Figure 8: Performance of unified ML models for layers 0 and 1 of Dataset 3 in Table I



On average over all datasets in Table 1, a unified model not only does not degrade the feedback accuracy, but it also achieves 0.46% higher GCS accuracy compared to the dedicated models for both layers. 
On average over all datasets in Table 1, a unified model shows 5.8% higher GCS accuracy for EVs of layer 0 compared to those belonging to layer 1. The similar trend has also been observed among the dedicated models.  
As observation 4 is consistent among all the three datasets in Table 1, we suspect that higher compressibility of EVs in layer 0 roots in semantic features which holds in general for any set of SLS parameters configuration. We would like to further explore if such a property can be also observed for channels with higher ranks. To study the different compressibility levels of layer 0 and layer 1, we have exploited different statistics of EVs of layer 0 and layer 1. We have observed EVs of layer 0 are more correlative across frequency and antenna domains compared to the EVs of layer 1. The two-dimensional autocorrelation of EVs across frequency and antenna domains is represented Figure 9. Since EVs of Layer 1 are less compressible, we believe having a weighted average for training loss with higher weight on layer 0 inclines the ML models toward layer 0. This exacerbates the compression of EVs of layer 0. We propose to use a simple averaging as the training loss which treats all layers equally.
For rank-2 channels in Dataset 1-Dataset 3, EVs of layer 0 are more correlative across frequency and antenna domains compared to EVs of layer 1.
For training a layer-level unified model, the training loss should be simply averaged across the layers. 
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(a) Dataset 1: Layer 0
	

(b) Dataset 2: Layer 0
	

(c) Dataset 3: Layer 0
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(d) Dataset 1: Layer 1
	

(e) Dataset 2: Layer 1
	

(f) Dataset 3: Layer 1


[bookmark: _Ref111109794]Figure 9: Autocorrelation of layer 0 and layer 1 samples across antenna and frequency domains for different datasets

We should note that the 2D autocorrelation in Figure 9 is not a generic measure of compressibility unless the ML model of interest performs compression with a global receptive field (e.g., Transformer-based models). To illustrate this issue, we have translated the datasets into a sparse domain (delay-beam domain) through a loss-less transformation which does not alter the amount of information carrying by a data sample. As shown in Figure 10, the data samples in the sparse domain lacks a strong correlation along the delay and beam dimensions. However, these data samples can still be effectively compressed by a CNN-based model which captures the clustered-shaped features within each data sample.      
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(a) Dataset 1: Layer 0
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(b) Dataset 2: Layer 0
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(c) Dataset 3: Layer 0
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(d) Dataset 1: Layer 1
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(e) Dataset 2: Layer 1
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(f) Dataset 3: Layer 1


[bookmark: _Ref111109910]Figure 10: Autocorrelation of layer 0 and layer 1 samples across delay and beam domains for different datasets

Re-Usage
Another category of generalization is re-usage of ML models in unseen scenarios/configurations. To be specific, in this category of scenario/configuration generalization, the ML models is trained a on dataset from a scenario/configuration which is different from that in inference phase. As such, the data samples that the ML model will be exposed to are not necessarily drawn from the same distribution in training and inference phases. The re-usage of ML models has prominent benefits: i) Using AI/ML models trained on more frequent settings as an initial point of training for ML models targeting rare settings, ii) Temporary solution if a dedicated model fails due to any reason, iii) Rectifying the need for dedicated models and reducing number of models stored at UEs or gNBs. In our future studies, we would like to further investigate feasible re-usage domains and conditions under which re-usage comes helpful for boosting accuracy, training speed, etc. 
Investigate possibility of re-using AI/ML models trained on a specific scenario/configuration in a different scenario/configuration during the inference phase. Re-usage domain/conditions can be further discussed and agreed. 
As a pilot study on feasibility of re-using ML models, in this contribution, we focused on the following two cases:
· Layer-level re-usage: We have focused on rank-2 channels of datasets represented in Table 1. Separating EVs of layer 0 and layer 1 of rank-2 channels into two sub-datasets, we have trained an ML model on a sub-dataset and inferenced on another. Figure 11(a) shows an example of layer-level re-usage (training on layer 0 and inference on layer 1)
· Rank-level re-usage: We have focused on rank-1 and rank-2 channels of datasets represented in Table 1. Separating EVs from different channel ranks into two sub-datasets, we have trained an ML model on a sub-dataset and inferenced on another. Figure 11(b) shows an example of layer-level re-usage (training on rank 1 and inference on rank 2)
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(a) Layer-level re-usage
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(b) Rank-level re-usage


[bookmark: _Ref111110450]Figure 11: Examples of layer-level and rank-level ML model re-usage for eigenvector compression

To evaluate layer-level and rank-level re-usage, we have considered a dedicated model trained and inferenced on the same sub-dataset as the benchmark. The results are shown in Figure 12-Figure 17 and confirms the feasibility of re-using AI/ML models to unseen scenarios/configurations. Our observations are as follows:
On average over layer-level re-usage evaluation settings with 100~300 bits of CSI feedback, re-usage of ML models causes 1.29% GCS degradation in terms of CSI feedback accuracy. 
On average over rank-level re-usage evaluation settings with 100~300 bits of CSI feedback, re-usage of ML models causes 1.13% GCS degradation in terms of CSI feedback accuracy. 
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[bookmark: _Ref111110506]Figure 12: Layer-level re-usage of ML models for Dataset 1 in Table I
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Figure 13:  Rank-level re-usage of ML models for Dataset 1 in Table I
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Figure 14: Layer-level re-usage of ML models for Dataset 2 in Table I
	[image: ]
Figure 15:  Rank-level re-usage of ML models for Dataset 2 in Table I
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Figure 16: Layer-level re-usage of ML models for Dataset 3 in Table I
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[bookmark: _Ref111110517]Figure 17:  Rank-level re-usage of ML models for Dataset 3 in Table I



CSI prediction
[bookmark: _Ref111192998]CSI prediction in time domain
CSI prediction in time domain is one of the sub-use cases of R18 AI/ML SI. It can overcome the CSI aging problem to prevent the inaccurate channel conditions. Figure 18 shows the CSI reporting scheme assuming CSI feedback delay of 5 slots. When the UE receives the CSI in the 7th slot, the channel information will be delayed by 6 slots and reflected in the 13th PDSCH slot. If the channel changes rapidly in a high mobility scenario, it may cause distortion.
[image: ]
[bookmark: _Ref111190415]Figure 18: CSI Reporting Scheme

If the CSI prediction scheme is applied (see Figure 19), UE can predict the next cycle of CSI (e.g., the 12th slot) by the historical CSI channel response and report the corresponding feedback information (e.g., PMI, CQI, etc.) based on the predicted results. If the prediction is highly reliable, UE can reflect the channel condition faster and more accurately, which provides advantages for mobile users, especially for large CSI periodicity. This in turn may also save the reporting overhead (for example, UE may not need to feed back the CSI information in the 12th slot).
[image: ]
[bookmark: _Ref111116662][bookmark: _Ref111116659]Figure 19: CSI Reporting Scheme (with CSI prediction)

Prediction can be performed based on raw CSI channel response to allow more timely decisions for future channel conditions. When the UE receives the CSI-RS signal, it will perform the post-processing through descrambling, channel estimation, etc. Then, the UE can obtain the channel information, which can be CIR (channel impulse response) or CFR (channel frequency response) of CSI-RS. It can be an option for AI model preprocessing.
Although CSI prediction has many advantages, it is quite difficult to predict the future CSI. Since each CSI instance is a complex-valued matrix with dimensions , where  and  are the numbers of RX and TX antennas, respectively, and  is the number of elements in the frequency dimension, which could be on a subcarriers level or PRB level. In other words, the number of parameters to be predicted for constructing future CSI is quite large. Besides, the period of CSI-RS also affects the accuracy of prediction significantly. Figure 20 shows the prediction results of different CSI-RS period. This figure shows the results of non-AI based quadratic extrapolation. The NMSE indicates the error between the predicted CSI and the actual CSI, and the magnitude of the real part and imaginary part are shown in the figure as well. We can observe that when the CSI period increases, the NMSE become larger. Therefore, the CSI period needs to be carefully considered. If the CSI period is too long, the prediction becomes inaccurate because the temporal correlation between CSI is very low.
To sum up, the potential gains accrued from CSI prediction warrants further investigation.
[image: ]
[bookmark: _Ref111124204]Figure 20: CSI Prediction with Different CSI-RS Period
The UE speed will affect the tradeoff between CSI prediction length and CSI-RS periodicity.
AI based CSI prediction will have more benefits than non-AI based prediction for longer CSI period. 
AI/ML-based CSI prediction should focus on outdoor scenarios of medium and/or high UE velocities.
In the discussion below, we show our initial results for ML-based CSI prediction and compare its performance with a non-AI based technique.
CSI prediction can be performed based on a given recent history of CSI samples, which forms a sequence. The following figure shows an example of CSI availability (in yellow) in a time-slotted grid. The problem can be expressed as follows:
The Problem: Given a sequence of CSI values, Predict future CSI.
[image: A picture containing rectangle

Description automatically generated]
As depicted in the figure above, CSI may not be available at every time slot. By ignoring the slots without CSI, we obtain the following figure, where  is the length of the input CSI sequence, and  is the length of the predicted CSI sequence. 
[image: Chart

Description automatically generated]
CSI Samples:
We treat each CSI instance as a 2-dimensional (2D) image, where:
1. The first axis is the frequency (or delay tap) dimension.
2. The Second axis is the antenna (beam) dimension.
Figure 21 shows an example of a CSI instance in the Beam–delay domain.
[image: ]
[bookmark: _Ref111120106]Figure 21: CSI sample as 2D image

A sequence of CSI instances forms the input to our AI/ML-based model and is depicted in Figure 22 below. We treat the CSI sequence as frames in a video, and the prediction problem becomes a frame prediction problem.
[image: ]
[bookmark: _Ref111120269]Figure 22: CSI input sequence

[bookmark: _Hlk111120788]To assess the performance of AI-based prediction, we compare it against a non-AI based prediction method. The simulation parameters are shown in Table 2 in Section ‎7.2. The results are shown in Figure 23, which depicts the NMSE of the predicted samples (units of ms) vs. the prediction length (). Our initial results show that in the very near future, the non-AI solution performs better than our AI-based solution. However, as the prediction length increases (i.e., as we predict samples further into the future) the AI based model becomes superior. These initial results show that AI based CSI prediction may be superior to classical prediction solutions.
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Description automatically generated]
[bookmark: _Ref111120507][bookmark: _Ref111120504]Figure 23: NMSE for CSI prediction of an AI/ML model vs Non-AI based method.
Depending on the requirements on CSI prediction, for example the required prediction length, AI/ML-based solutions may provide superior performance compared to classical non-AI based methods.
For fair and proper assessment of AI-based CSI prediction, comparison with a benchmark classical solution is needed. Classical non-AI based prediction methods are numerous. This includes a potential 3GPP solution following the RAN#94e work item (WI) “NR MIMO evolution for downlink and uplink” for Release-18 [5], which includes the following objective:
“Study, and if justified, specify CSI reporting enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information to assist DL precoding, targeting FR1”.
Assuming that one of the objectives of CSI prediction is for transmit precoding, this 3GPP WI objective provides a clear, concise, and relevant benchmark for AI/ML-based CSI prediction assessment.
AI/ML-based CSI prediction for transmit precoding enhancement should use the outcome of the CSI enhancement objectives in 3GPP WI as a classical benchmark solution for performance evaluation.
[bookmark: _Ref111193025]Generalization of CSI prediction
In this section, we discuss the generalization of the CSI prediction. The simulation parameters are shown in Table 3 in Section ‎7.2. Figure 24 shows our concept of experiment. In the figure, the x-axis is the time samples, and the y-axis is the frequency domain granularity, which can be the subcarrier, RB, or SB. For training step, the first RB is applied to the training. Then the AI/ML training model will be tested on the middle and last RB to investigate the effectiveness. Figure 25 shows the performance of the training RB and inference RB. We use NMSE and SGCS to evaluate the performance. From the results, we can conclude that the AI/ML models used in a specific RB can be applied to whole band because the performance is similar. In other words, in the whole frequency band, we can train only one AI model by a specific RB (or a subcarrier), and use the same AI model for other RBs. In this way, we can save the memory and computation complexity in the UE side.
For CSI prediction, the AI/ML model trained upon a certain RB (or sub-band) can be generalized and performed inference on other RBs (or sub-bands).
[image: ]
[bookmark: _Ref111125805]Figure 24: Illustration of Training and Inference
[image: ]
[bookmark: _Ref111130018]Figure 25: Performance of Training RB and Inference RB

In another experiment, we use a SB as the training granularity. The input of the AI model is a SB (4RBs in our setting), then output the one SB result of the predicted time samples. We expect that the joint prediction will have better results than the single RB prediction. However, we can see the results in Figure 27: the SB predication results are worse than the single RB results. This means that for the time prediction problem, the information given by the frequency domain information is not very helpful. Or it can be said that training multi-RB scenarios requires more complex models in order to obtain better results. Therefore, we recommend using single RB for training instead of multi-RB.
Under the same AI model, the training results of multiple RBs are not better than single RB results.
The AI/ML model trained upon the joint RBs can be generalized and performed inference on other joint RBs.
Further study the trade-off between single RB and joint RBs.
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Figure 26: Illustration of Training and Inference of multiple RB
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[bookmark: _Ref111131340]Figure 27: Performance of Single RB and Multi-RB

Conclusion
In summary, based on the above discussion we have the following observations and proposals:
1. On average over evaluation settings with 100~300 bits of CSI feedback, ML models achieve 5.43% GCS gain over eType II codebook in terms of CSI feedback accuracy. The GCS gain ranges from 3.75% to 6.47% for 100~300 bits of CSI feedback.
At 0.85 GCS, the ML model is able to approximately reduce feedback overhead by 36%. 
On average over all datasets in Table 1, a unified model not only does not degrade the feedback accuracy, but it also achieves 0.46% higher GCS accuracy compared to the dedicated models for both layers.
On average over all datasets in Table 1, a unified model shows 5.8% higher GCS accuracy for EVs of layer 0 compared to those belonging to layer 1. The similar trend has also been observed among dedicated models.
For rank-2 channels in Dataset 1-Dataset 3, EVs of layer 0 are more correlative across frequency and antenna domains compared to EVs of layer 1.
On average over layer-level re-usage evaluation settings with 100~300 bits of CSI feedback, re-usage of ML models causes 1.29% GCS degradation in terms of CSI feedback accuracy.
On average over rank-level re-usage evaluation settings with 100~300 bits of CSI feedback, re-usage of ML models causes 1.13% GCS degradation in terms of CSI feedback accuracy.
The UE speed will affect the tradeoff between CSI prediction length and CSI-RS periodicity.
AI based CSI prediction will have more benefits than non-AI based prediction for longer CSI period. 
 Depending on the requirements on CSI prediction, for example the required prediction length, AI/ML-based solutions may provide superior performance compared to classical non-AI based methods.
 For CSI prediction, the AI/ML model trained upon a certain RB (or sub-band) can be generalized and performed inference on other RBs (or sub-bands).
Under the same AI model, the training results of multiple RBs are not better than single RB results.
The AI/ML model trained upon the joint RBs can be generalized and performed inference on other joint RBs.
1. [bookmark: _In-sequence_SDU_delivery]The mixed datasets should be subject of further discussions to determine the mixing dimensions (e.g., rank, layer, antenna configuration, channel models, carrier frequency, etc.) and provide exact contribution of each sub-dataset into the mixed one according to real-world settings.
Considering the potential number of mixing dimensions, we suggest using public datasets to facilitate study on generalization aspects of AI/ML models. 
To appreciate low-complex, yet high-performing, AI/ML model designs, a KPI measuring throughput per complexity unit would be beneficial. 
Number of training samples to reach a certain performance KPI can itself be used as a KPI to quantify re-trainability of AI/ML models.
In a multi-vendor environment, if sample-variant pre-processing needs to be reverted by a post-processing, the proponent should reveal the detailed pre-processing approach and provide sufficient information on how necessary information should be included in CSI feedback.
To distinguish the generalization meaning in the context of CSI compression from its common concept, we suggest explicit usage of “scenario/configuration generalization” in future discussions. We also suggest having an agreed set of scenarios and configuration. 
Categorize scenario/configuration generalizations into “unification” and “re-usage” due to their distinct scopes.
Train unified AI/ML models for multiple agreed scenarios/configurations instead of training a dedicated model for  each. Unification dimensions shall be further discussed.
For training a layer-level unified model, the training loss should be simply averaged across the layers.  
Investigate possibility of re-using AI/ML models trained on a specific scenario/configuration in a different scenario/configuration during the inference phase. Re-usage domain/conditions can be further discussed and agreed 
AI/ML-based CSI prediction should focus on outdoor scenarios of medium and/or high UE velocities.
AI/ML-based CSI prediction for transmit precoding enhancement should use the outcome of the CSI enhancement objectives in 3GPP WI as a classical benchmark solution for performance evaluation.
Further study the trade-off between single RB and joint RBs.
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Appendix
[bookmark: _Ref111112082]Simulation assumptions for CSI compression
[bookmark: _Ref110339377][bookmark: _Ref111117830]Table 1. SLS/LLS parameter configurations used in generating datasets for CSI Compression
	
	Dataset 1
	Dataset 2
	Dataset 3

	Carrier frequency
	4 GHz
	3.5 GHz
	3.5 GHz

	Bandwidth
	10MHz
	10MHz
	10MHz

	SCS
	15 kHz
	15 kHz
	15 kHz

	PRB
	52
	48
	48

	Sub-band
	13
	12
	12

	Channel model
	UMa
	CDL-A (30ns delay spread)
	CDL-C (300ns delay spread)

	UE distribution
	80% indoor + 20% outdoor
	N/A
	N/A

	UE speed
	3 km/h indoor,30 km/h outdoor
	3 km/h
	3 km/h

	Tx antennas
	32 Tx ports: (8,8,2,1,1,2,8)
	32 Tx ports: (8,8,2,1,1,2,8)
	32 Tx ports: (8,8,2,1,1,2,8)

	Rx antennas
	4 Rx ports: (1,2,2,1,1,1,2)
	4 Rx ports: (1,2,2,1,1,1,2)
	4 Rx ports: (1,2,2,1,1,1,2)

	Rank
	1, 2
	1, 2
	1, 2

	Estimation
	ideal
	ideal
	ideal



[bookmark: _Ref111112156]Simulation assumptions for CSI prediction
[bookmark: _Ref111107648]Table 2. SLS parameter configuration used in generating datasets for CSI prediction (Section ‎4.1)
	
	Dataset 4

	Channel model
	TR 38.901 UMa

	Antenna setup and port layouts at gNB
	16 TX ports: N1=8, N2=2 #Polarizations = 1, (dH, dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	1 RX antenna

	Slot Duration
	0.5 ms

	UE distribution
	100% outdoor (30km/h)

	CSI Sampling Period
	1 ms

	Number of input CSI samples
	10

	Number of output CSI samples
	1  10



[bookmark: _Ref111188417]Table 3. SLS parameter configuration used in generating datasets for generalization study of CSI prediction (Section ‎4.2)
	
	Dataset 4

	Channel model
	TR 38.901 Umi (@3GHz)

	Sub-carrier spacing
	15kHz

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ, Cross-polarization

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ, Cross-polarization

	Operating BW
	10MHz

	UE distribution
	100% outdoor (30km/h)

	CSI feedback period
	4ms

	Number of input CSI samples
	15

	Number of output CSI samples
	1
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