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Introduction
This contribution presents ETRI’s views on general aspects of AI/ML framework for NR air interface [1].

Discussion
General AI/ML framework
Common notation and terminology
In RAN1 #109-e meeting, the following WA was made to introduce common notation and terminologies for AI/ML for NR Air Interface study [2]:
	Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
…


We propose to confirm the above WA with some modifications. This is because a common understanding of notation and terminology is expected to help the efficient progress of AI/ML study. For example, the AI/ML model classification in terms of inference operation such as one-sided AI/ML model and two-sided AI/ML model, which are listed in the WA, allow us to think the AI/ML for NR air interface discussion, from two different perspectives. However, from the list of terminologies in the above WA, terminologies related to ‘offline/online training’ should be excluded. Specifically, ‘offline field data’ and ‘online field data' should be excluded. This is because a common definition of ‘offline/online training’ did not come out in the last meeting, due to the different understandings of the companies. Therefore, except for the terminologies which are related to ‘offline/online training’, for the rest of the terminologies in WA, we propose to introduce them as the common terminologies in AI/ML for NR air interfaces. After defining the common terminologies, it is recommended to use the common terminologies defined in Section 9.2.1 for all sub-agenda for clarity of communication.

Proposal 1: Confirm the WA in RAN1 #109-e, the working list of AI/ML terminologies for NR air interface except:
· Offline field data
· Online field data

Functional frameworks
In RAN1 #109-e meeting, it was discussed to define the functional framework of the AI/ML for NR air interface based on the framework of FS_NR_ENDC_data_collect [3]. When defining the functional framework of the AI/ML for NR air interface, it is necessary to define the functional framework so that the operation areas for performing each function are specified with respect to the NR air interface. This is because it is easy to check what needs to be supported by the NR air interface for AI/ML. Specifically, with the functional framework of FS_NR_ENDC_data_collect as the baseline structure, the functional framework of AI/ML for NR air interface can be defined so that operation areas are specified including gNB, UE, AI/ML server, and Air. Figure 1-(a), 1-(b), and 1-(c) below show examples of functional frameworks of NW-sided model, UE-sided model, and Two-sided model, respectively. In the case of the two-sided model, it is assumed that the UE performs inference first and then derives the final inference result by using the UE's inference result in the network (e.g., CSI feedback enhancement). In the examples below, information transmitted through the air area can be handled in the NR air interface, and details can be further studied as the functional framework for each model is specified.
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(a) NW-sided AI/ML model
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(b) UE-sided AI/ML model
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(c) Two-sided AI/ML model
Figure 1. Example(s) of functional framework of AI/ML for NR air interface

Proposal 2: In AI/ML for NR air interface, the functional framework of FS_NR_ENDC_data_collect can be used as the basic structure, but the functional framework should be defined so that the operation area for each function is specified.

Defining stages of AI/ML algorithm
This section discusses the following objectives of SI [1].
	- Characterize the defining stages of AI/ML related algorithms and associated complexity:
: Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
: Inference operation, e.g., input/output, pre-/post-process, as applicable



Model training
Based on the AI/ML model classification in terms of the inference operation which is defined in the RAN1 #109-e meeting (e.g., one-sided AI/ML model, two-sided AI/ML model), the model training operation can be discussed for each model classification. First, in the case of the one-sided AI/ML model (e.g., NW-sided AI/ML model, UE-sided AI/ML model), the training operation of the AI/ML model can be performed on the side performing the inference operation and/or on the opposite side. However, while the training from the opposite side has disadvantages such as incurring communication costs, the advantages are not clear. For example, for the NW-sided AI/ML model, it is expected that training in the NW side will achieve better training results for inference operation than training in UE side. Therefore, if the advantages of performing the inference and the training on different sides are not clear, it is desirable to assume that the inference and training of the one-sided AI/ML model are performed on the same side. It should be noted that, in the case of the UE-sided AI/ML model, training in the AI/ML server for the UE can also be considered as training on the UE-side.

Proposal 3: For the one-sided AI/ML model, the training operation of an AI/ML model is performed in the same side with inference operation, and is transparent to the other side.
· For the NW-sided AI/ML model, training operation is performed at the NW.
· For the UE-sided AI/ML model, training operation is performed at the UE or AI/ML server for UE.

Second, in the case of the two-sided AI/ML model, the following two options can be considered for AI/ML model training depending on who is/are the subject of training:
· Option 1: Either NW or UE (or AI/ML server) trains the AI/ML model
· Option 2: Both NW and UE (or AI/ML server) train the AI/ML model
Following the same principle as the one-sided AI/ML model (e.g., training is performed on the same side that performs inference), we propose to study the feasibility of Option 2 first for the training of the two-sided AI/ML model. This is because Option 1 has significant limitations from a practical point of view. For example, when training a two-sided AI/ML model in the NW side, all UEs in a cell may use a single AI/ML model trained in the gNB for the same function, which may disable the use of UE-specific AI/ML model. As another example, when training a two-sided AI/ML model on the UE side, a UE-specific AI/ML model which is trained on the UE can be used, but the AI/ML model cannot remain proprietary as it requires AI/ML model transfer to the NW.

Proposal 4: For the two-sided AI/ML model, study the feasibility of the AI/ML model training in the both of NW side and UE side first.

Inference operation
Based on the AI/ML model classification in terms of the inference operation which is defined in the RAN1 #109-e meeting (e.g., one-sided AI/ML model, two-sided AI/ML model), the model inference operation can be discussed for each model classification. In the case of a one-sided AI/ML model, we think that there is no critical issue in performing inference operation. However, in the case of a two-sided AI/ML model, it may be difficult to support the joint inference process depending on the training method. For example, in AI/ML-based CSI feedback enhancement, when the gNB and the UE separately train AI/ML model in a two-sided AI/ML model, the encoder of the UE and the decoder of the gNB may not be compatible with each other. Therefore, it is necessary to study the methodology to support the joint inference process for the two-sided AI/ML model.
In the below, we present one possibility of the above methodology to support joint inference taking the case of AI/ML based CSI feedback enhancement as an example. First, as shown in Table 1 below, dataset(s) for evaluating the two-sided AI/ML model for CSI feedback enhancement are created based on the CDL-A channel model. There are four independent dataset(s) as shown in Table 2 (e.g., dataset 1, dataset 2, dataset 3, and dataset 4). The dataset 1 and dataset 2 are used as data for training the autoencoder in the gNB (Model 1) and the autoencoder in the UE (Model 2), respectively. The dataset 3 is data shared between the gNB and the UE, and it is assumed that the UE can know the encoding result (e.g., latent variables) of dataset 3 with the encoder of the gNB. Lastly, dataset 4 is a test set to evaluate the performance of the two-sided AI/ML model, that is, when the encoder of the UE (Model 2 encoder) and the decoder of the gNB (Model 1 decoder) are combined.

Table 1. Simulation parameters of two-sided AI/ML model evaluation
	Parameter
	Value

	Carrier frequency
	2 GHz

	BWP
	52 RBs

	Subcarrier spacing
	15 kHz

	Subband/PRG size
	4 RBs

	Number of transmit antennas ()
	32

	Number of receive antennas ()
	1

	Number of layers
	1

	Delay profile
	CDL-A

	Delay spread
	30 ns

	Channel estimation
	Ideal 



Table 2. Datasets of two-sided AI/ML model evaluation
	Dataset
	Purpose
	Size

	Dataset 1
	Training set for AI/ML model at gNB
	1e4

	Dataset 2
	Training set for AI/ML model at UE
	1e4

	Dataset 3
	Alignment; Shared between gNB and UE
	5e3

	Dataset 4
	Test set for two-sided AI/ML model
	1e3



In order to assume the case where the two-sided AI/ML model has different structures, Model 1 and Model 2 are generated based on DNN (deep neural network) structure and CNN (convolutional neural network) structure, respectively. Model 1 consists of an encoder and a decoder with a hidden layer dimension of 128 and depth of 6, respectively. Model 2 consists of an encoder and a decoder with two convolutional layers and fully connected layers, respectively. Both Model 1 and Model 2 have a latent space of 16 dimensions, reducing the input data to 1/48 size. Figure 2 shows Model 1 and Model 2.
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(a) Model 1 (NW-sided AI/ML model; DNN)
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(b) Model 2 (UE-sided AI/ML model; CNN)
Figure 2. AI/ML models of two-sided AI/ML model evaluation

Next, to support compatibility between Model 1 and Model 2, we evaluate the effect of applying the Procrustes transformation based on shared dataset (e.g., dataset 3) information. Specifically, assuming that the UE can know the latent dataset X, which is the result of encoding dataset 3 with the Model 1 encoder, the Procrustes transformation was derived to make the latent dataset Y, which is the result of encoding dataset 3 with the Model 2 encoder, close to X on the distance (e.g., Frobenius norm) [4]. In our evaluation results, it was observed that the Procrustes transformation, which is derived from the shared dataset (e.g., dataset 3), is also validly applied to the test set (e.g., dataset 4). Figure 3 visualizes the manifold formed when the test set (e.g., dataset 4) is encoded with the Model 1 encoder, the Model 2 encoder, and the Model 2 encoder w/ Procrustes transformation, respectively. Table 3 also shows the performance when the Model 2 encoder and Model 1 decoder are combined. The reference is the performance of the Model 1 encoder and the Model 1 decoder combined. As KPIs, NMSE (normalized mean square error) and GCS (generalized cosine similarity) were derived, and it can be seen that Model 2 encoder w/ Procrustes transformation shows performance close to the reference.
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(a) Manifold of Model 1 encoder
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(b) Manifold of Model 2 encoder
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(c) Manifold of Model 2 encoder w/ Procrustes transformation
Figure 3. Manifolds of two-sided AI/ML model: w/ Procrustes transformation

Table 3. KPI of two-sided AI/ML model: w/ Procrustes transformation
	Case
	NMSE
	GCS

	Model 1 encoder + Model 1 decoder
	0.0105
	0.9953

	Model 2 encoder + Model 1 decoder
	1.4548
	0.4381

	Model 2 encoder w/ Procrustes transformation + Model 1 decoder
	0.0362
	0.9865



To increase the compatibility between two different models, it is also possible to apply regulations. In addition to the above evaluation, we applied isometry regularization to each of the Model 1 and the Model 2 to make the autoencoder have scaled isometry properties [5]. If the autoencoder has scaled isometry, the distance between two data in the input/output space is preserved as the scaled distance in the latent space. Therefore, the manifold formed in the latent space learns the geometric characteristics of input/output data, and models trained with statistically similar data can form geometrically similar manifolds. It should be noted that isometry regulation does not require interaction between the NW and the UE, and can be performed independently on each node. Figure 4 visualizes the manifold formed when the test set (e.g., dataset 4) is encoded with the Model 1 encoder, the Model 2 encoder, and the Model 2 encoder w/ Procrustes transformation, respectively when each model is trained with isometry regulation. Table 4 also shows the performance when the Model 2 encoder and Model 1 decoder are combined when each model is trained with isometry regulation. The reference is the performance of the Model 1 encoder and Model 1 decoder combined. As KPIs, NMSE and GCS were derived, and it can be seen that Model 2 encoder w/ Procrustes transformation under isometry regulation shows performance almost same with the reference.
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(a) Manifold of Model 1 encoder
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(b) Manifold of Model 2 encoder


[image: ]
(c) Manifold of Model 2 encoder w/ Procrustes transformation
Figure 4. Manifolds of two-sided AI/ML model: w/ Procrustes transformation; w/ isometry regulation

Table 4. KPI of two-sided AI/ML model: w/ Procrustes transformation; w/ isometry regulation
	Case
	NMSE
	GCS

	Model 1 encoder + Model 1 decoder
	0.0099
	0.9955

	Model 2 encoder + Model 1 decoder
	1.2201
	0.4956

	Model 2 encoder w/ Procrustes transformation + Model 1 decoder
	0.0099
	0.9954



Observation 1: When the autoencoder structure is applied for AI/ML based CSI feedback enhancement, Procrustes transformation, which is derived from the shared dataset, help make two different autoencoders compatible.

Observation 2: When the autoencoder structure is applied for AI/ML based CSI feedback enhancement, isometry regulation induces different autoencoders to learn geometrically similar manifolds.

Proposal 5: For the two-sided AI/ML model, study the methodology to support the joint inference process including:
· Transformation to align different latent space(s) (e.g., Procrustes transformation)
· Regulation to have geometric similarities between different latent space(s) (e.g., isometry regulation)

Collaboration levels
In RAN1 #109-e meeting, the following agreement was made for the NW-UE collaboration level in AI/ML for NR air interface [2]:
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary


[bookmark: _GoBack]The above agreement defines collaboration between NW and UE for AI/ML for NR air interface from the signalling point of view. However, the meaning of signalling is still wide, and there is an ambiguity as to what kind of signalling is considered as collaboration for AI/ML for NR air interface (e.g., whether to include model activation/deactivation as signalling for collaboration or not). Therefore, we propose to specify the scope as the signalling to support the operation of function blocks defined in the functional framework of AI/ML for NR air interface. For example, assuming the functional framework of AI/ML for NR air interface is defined as shown in Figure 1, signalling between NW-UE for dataset collection, model training, model inference, and actor blocks can be considered as NW-UE collaboration for AI/ML. Then, signalling information required in each AI/ML function block (e.g., data collection, model training, model inference, and actor) can be listed for each AI/ML model classification from an inference point of view (e.g., NW-sided AI/ML model, UE-sided AI/ML model, and two-sided AI/ML model). Table 5 illustrates an example of NW-UE collaboration in terms of signalling for the UE-sided AI/ML model. As shown in the Table 5, separating the necessary signalling information for each function helps to more clearly understand the items that require collaboration between the NW and the UE. And it becomes a tool that allows us to adjust the degree of collaboration per AI/ML function. For example, given that AI/ML model training of UE is actually handled by AI/ML model server rather than the UE in practice, NW-UE collaboration for model training (e.g., assistance information for training) can be excluded.

Table 5. Example of NW-UE collaboration in terms of signalling: UE-sided AI/ML model
	Function
	Direction
	Signalling

	Data collection
	NW ⇒ UE
	- Training data
- Inference data

	Model training
	NW ⇒ UE
	- Assistance information for training

	Model inference
	NW ⇒ UE
	- Assistance information for inference
- AI/ML model transfer

	Actor
	NW ⇒ UE
	- N/A



Proposal 6: For NW-UE collaboration for AI/ML for NR air interface in terms of signalling, specify signalling information required for each function in the functional framework for AI/ML.

Conclusion
In this contribution, ETRI’s views on general aspects of AI/ML framework for NR air interface were shown and the following proposals were made:
Proposal 1: Confirm the WA in RAN1 #109-e, the working list of AI/ML terminologies for NR air interface except:
· Offline field data
· Online field data
Proposal 2: In AI/ML for NR air interface, the functional framework of FS_NR_ENDC_data_collect can be used as the basic structure, but the functional framework should be defined so that the operation area for each function is specified.
Proposal 3: For the one-sided AI/ML model, the training operation of an AI/ML model is performed in the same side with inference operation, and is transparent to the other side.
· For the NW-sided AI/ML model, training operation is performed at the NW.
· For the UE-sided AI/ML model, training operation is performed at the UE or AI/ML server for UE.
Proposal 4: For the two-sided AI/ML model, study the feasibility of the AI/ML model training in the both of NW side and UE side first.
Proposal 5: For the two-sided AI/ML model, study the methodology to support the joint inference process including:
· Transformation to align different latent space(s) (e.g., Procrustes transformation)
· Regulation to have geometric similarities between different latent space(s) (e.g., isometry regulation)
Proposal 6: For NW-UE collaboration for AI/ML for NR air interface in terms of signalling, specify signalling information required for each function in the functional framework for AI/ML.
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