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1	Introduction 
The study item Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e [1]. It will be the first study of AI/ML technology in 3GPP RAN1. The study item will explore 3GPP frameworks to enable AI/ML including, for example, AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, and life cycle management. The study should quantify the performance, robustness, complexity, and potential specification impact of AI/ML based solutions.
One use case identified for the pilot study is beam management, with the following agreements and conclusions from RAN1#109e:
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies

Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies

Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Conclusion: 
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
o   FFS: QCL relation between beams in Set A and beams in Set B
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.

Conclusion 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact

Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
· 




In this contribution, we discuss the beam management use case scope and potential specification impacts. General aspects on AI/ML functional frameworks, life cycle management (LCM), UE capabilities, and AI/ML model testing, which apply more widely than this use case, are discussed in [2]. Evaluation methodologies for the beam management use case are discussed in [3].

2	 Sub use cases
In this section, we further discuss the two agreed sub-use cases in more detail.
2.1	Spatial beam prediction
In BM case-1, the spatial-domain DL beam prediction for Set A of beams are based on measurement results of Set B of beams.  In the conclusion around the definition of set A and B there were discussion around a “wide” and “narrow” beam in each set. There is no need to limit the set of A and B beams to be narrow or wide, and it is unclear the benefit of having such definition. Companies should be encouraged to provide such information when presenting the results. For example, provide information on the beamforming gain for a certain beam. Regarding QCL definitions, the companies are encouraged to provide any type of relation among the set A and B beams, the need of QCL relation should be reflected in the overall complexity of the solution. There is no need to limit potential QCL relations at this stage of the study item.
[bookmark: _Toc111216073]Avoid restricting the beam configuration by using wide and narrow beam terminology when defining alternatives for beam set A and B.
[bookmark: _Toc111216074]Avoid restricting beam configuration alternatives at this stage by defining QCL relations between set A and B

2.1.1	Spatial beam prediction model input
A set of model input information were discussed and concluded in RAN1#109, with an FFS of potential assistance information.
It is important to study potential assistance information for improving the beam prediction model performance. One alternative listed in FFS is Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.). Such alternative assumes that for UE-sided beam prediction, the NW can provide its TX beam shape information, and UE can use such information to make initial assumptions on how different TX beams are correlated and thereby design ML-models that utilize such TX beam information to perform better beam prediction. The UE could for example select to train a model that predicts beam(s) having similar pointing angles as another set of beams. Similar assumption could be made for NW-sided beam prediction, where RX beam shape information can be obtained and used for beam prediction. However, the effective channel of the beamformer cannot always be estimated using a beam pointing angle and width, since the properties of the beams are more complex and, in some cases (e.g., under NLoS conditions and/or depending on the UE 3-D location relative to the gNB), the sidelobes of a beam can be optimal for one device. Hence, the feasibility of defining a meaningful TX/RX beam shape information for beam prediction is questionable. 
[bookmark: _Toc111216070]The feasibility of defining a meaningful TX/RX beam shape information for beam prediction is questionable.
It is expected that AI/ML based beam prediction should be designed using a data driven approach, that is, rather than asking for very detailed beam shape information, an AI/ML model for downlink beam prediction should use the collected radio measurement data from different gNB TX/RX beams for itself to learn the gNB TX/RX beam correlations/properties and utilize this learned info when performing prediction of gNB beams. One potential issue with this data driven approach of learning the gNB TX/RX beam correlations/properties is that different sites/cells may have different antenna/beam configurations, and even within the same cell, there can be scenarios where antenna/beam configurations are adjusted to better fit to the current traffic load situations. To enable a trained AI/ML model either at the UE or Network side to be generalized to many different scenarios and/or antenna/beam configurations, a NW or UE antenna/beam configuration ID can be used for the AI/ML model design, where each NW/UE antenna/beam configuration ID can represent a specific NW/UE antenna/beam configuration. Hence, for the beam prediction use cases, the NW or UE antenna/beam configuration ID can be considered as a type of assistance information for beam prediction. Such configuration ID can be used to provide UE with a consistency in NW behaviour that are valid for a longer period (days/weeks/months), than the consistency assumed for existing CSI-RS IDs for example.
[bookmark: _Toc110412759][bookmark: _Toc111216075]Assistance information related to “beams” should focus on information related to NW antenna/beam configuration ID or UE antenna/beam configuration ID
The standardization effort to introduce any type of assistance information to the AI/ML Model should be considered. Certain features such as UE position (and/or finer/enhanced L1-RSRP reporting) or direction information could already be obtained from positioning feature. On the contrary, it could take a big effort to find any general solution for describing beamforming configurations that covers all potential solutions. It is therefore proposed to initially focus on information that can be available with low effort, or easily defined such as UE positioning information or a beam identifier.
In selecting assistance information to the AI/ML model input, the standardization and specification effort, as well as simplicity of obtaining the information should be taken into consideration.
[bookmark: _Toc111216076]Prioritize assistance information that can be obtained with low standardization effort, such as UE position information
2.1.2	Spatial beam prediction model output
The discussion on potential output information from a model were discussed in RAN1#109e, the alternatives for example comprised Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N1 DL Tx and/or Rx beams. To have comparable results, it is sufficient to have agreed on the set of evaluation metrics. If companies can translate the ML-model output into a beam prediction KPI option, such as Average L1-RSRP difference of Top-1 predicted beam, then, there is no need to agree on the exact ML-model output. However, the model output should be part of the model description when presenting the simulation results. Specifying such model output are important for standard impact for UE-sided models. Such report could be discussed in later stages handling the standard impact of the model outputs.
[bookmark: _Toc111216071]For comparison of ML-models, common alignment on the evaluation metrics is needed, not exact ML-model output definition.
[bookmark: _Toc111216077]No need to define the exact ML-model output for spatial beam predictions, model output should be part of the model description when presenting the simulation results
2.2	Temporal beam prediction
2.2.1	Temporal beam prediction model input
To build accurate temporal beam prediction models, one need to capture the dynamics of the UE mobility as model input features. There are several options on how such dynamics could be captured. One option listed as alternative 1 in the conclusion to include a history of L1-RSRP reports. The advantage of this approach is that the beam predictions are solely based on the UE radio measurements and does not require any external technology such as Inertial Measurement Units (IMUs). The downside is that it might require a long observation time window to capture the time-dynamics in such model, this might lead to the need for observing several time-instances before using the model. This could limit the benefit of a potential beam predictor for short-burst traffic (e.g. web-traffic). In an alternative approach, the mobility of the device could be captured via UE direction and orientation information. This information can hence be used to estimate a directivity of the UE and enable beam predictions, for example in combination with the latest UE beam L1-RSRP measurements. This hence reduce the need for a long observation time and can be used instantaneously upon receiving a UE direction information and latest beam RSRP measurement. 
An alternative should be defined covering the time-dynamics of the UE using external sensors such as IMUs. Another alternative is using doppler information.
[bookmark: _Toc111216072]The time-dynamics need to be captured in order to perform temporal beam predictions, for example by measuring L1-RSRP over a certain time duration, or having external sensor information such as direction and velocity 

[bookmark: _Toc111129217][bookmark: _Toc111216078]Investigate assistance information that capture time-dynamics without requiring any L1-RSRP measurements over a long time duration

2.2.2	Temporal beam prediction model output
Like the spatial beam prediction, there is no need to define the exact ML-model output as long as the models are evaluated with same KPI metrics. 
2.3	Other use cases
The amount of work needed for the two agreed use cases are enough for the initial stages of the study item. Any other potential use case should be down prioritized. 
3	Potential specification impacts 
3.1	New or enhanced mechanism(s) to facilitate data collection 
The predictive power of AI/ML models depends to a large extent on the quality of the data on which they are trained and inferred. The current beam management framework, however, presents several challenges for reliable data collection for training and inference.  
For NW-sided beam prediction, the following issues will inhibit the NW’s ability to curate suitable datasets on which AI/ML models can be trained, verified, tested and deployed:
· The NW does not know if/when a UE has filtered RSRP measurements over multiple SSB bursts. 
· The NW does not know if/when the UE has used narrow or wide beams per UE panel.
· The NW does not know how old the L1-RSRP measurement in an SSB beam report is (only that it is done within a time window defined by TL1-RSRP_Measurement_Period_SSB as specified in TS 38.113).
· The NW does not know if the UE has evaluated all candidate UE panels for an SSB beam report, or only a subset of them.
· The NW does not know if a reported beam has been received with a dual-polarized UE panel or a single polarized UE panel.
· The NW can only receive up to 4 best beams in a beam report which limits the knowledge of the channel between the NW and UE.
On the other hand, UE-sided DL beam prediction faces the following issues
· The UE does not know the TX beam configuration at the gNB
· The UE does not know the traffic load distribution at the cell/network
· …
In general, any relevant assistance information providing performance gains during evaluations should be subject for new potential data collection. It is to be seen if such information can motivate a new mechanism for collecting such data. 
As discussed in the section 2.1.1, instead of collecting detailed beam shape information, an AI/ML-BM model can use the collected radio measurement data from different gNB TX/RX beams for itself to learn the gNB TX/RX beam correlations/properties and utilize this learned information when performing beam prediction of gNB beams. To achieve this, for UE-sided beam prediction of gNB beam, the NW could transmit DL-RS resources over all its TX beams for the UE to collect measurement data for training its AI/ML model. For NW-sided beam prediction of gNB beams, to obtain the gNB TX/RX beam correlation information, the NW can either configure the UE to report gNB DL beam measurements for each of the UEs RX beams or configure the UE to perform SRS transmissions from all different UE TX beams and in that way collect the measurement data using channel reciprocity. The mapping between beam configurations (e.g., beam ID) and RS resources can be either explicitly signalled to the UE, or implicitly indicated in RS resource configurations. In addition, a NW antenna/beam configuration ID or a UE antenna/beam configuration ID can be collected for UE-sided or NW-sided AI model to classify measurement data collected in different scenarios or/and under different antenna/beam configurations.
It is also important that a potential data collection mechanism minimizes the radio measurement and reporting overhead, for example by only collecting the relevant samples, and configuring such data collection in certain favourable conditions. One example for collecting relevant data samples for the temporal beam prediction relies in creating a representative trajectory of radio fingerprints is the presence of dynamic blockers (moving objects or human body), these blockers will hence not be present for subsequent UEs and can create a non-representative trajectory fingerprint. 
There might also be potential to study pre-processing techniques to process or modify the collected data at the device. Example techniques could comprise removing duplicated samples, or method for quantization collected data for efficient reporting.
It is important to firstly study the requirements on data collection for the discussed beam management use case, justify the usefulness of these data for the AI model design during evaluations, and then, study the mechanisms for collecting these data for beam management use cases. The data collection requirements can include the quality of measurement data (e.g., L1-RSRP values), the minimum number of measurement beams contained in Set B, the requirement on assistance information (e.g., which assistance info is needed, the time-scale for collecting such assistance info, the quality/accuracy requirement on the assistance info), etc.
[bookmark: _Toc111216079]New or enhanced mechanism(s) including CSI-report-based, SRS-based and RRC-message-based frameworks to facilitate NW data collection for beam management use cases should be studied
3.2	New or enhanced mechanism(s) to facilitate AI/ML inference
NW-sided
Potential standard impact could include configure the device to report similar data from the data collection step. For example, UE direction, UE orientation information, UE probability of being subject to dynamic blocker, beamforming gains etc.
[bookmark: _Toc111216080]Study data collection requirements and new or enhanced mechanism(s) to facilitate collecting data for NW-sided model inference for DL spatial/temporal beam prediction use cases.
UE-sided
For UE-sided beam prediction, the UE needs to receive configuration from NW to be able to 1) perform radio measurements on a set of DL-RS resources that is associated with a Set B of beams, and 2) perform predictions on a set of DL-RS resources that is associate with a set A of beams. In addition, the UE needs to be instructed on how to report the predicted beam(s) to the NW, e.g., how many beams it should report, what should be reported (CRIs/SSBRIs, RSRP values, prediction accuracy, or/and the probability of a certain beam being the strongest, etc.), and for how many future time instances it should perform beam predication (for the temporal beam prediction use case).  Potential standard impact of such measurement, prediction, and reporting configurations should be studied. Since different UEs can have models with varying accuracy, it is important that each prediction have an associated confidence interval. The UE can report for example the RSRP confidence interval, for example the range of RSRP values where it is with x% confidence to be in between. Such interval could be preconfigured or NW-indicated.
[bookmark: _Toc111216081]Study enhancements of CSI measurement and reporting configurations to support UE-sided DL spatial/temporal beam predictions.
Moreover, the beam management use case may be particularly well suited to site-specific AI/ML models trained on site-specific data. Another mechanism facilitate UE-sided model are potential solutions for generating and providing site-specific beam prediction AI/ML models to UEs. Such requirements might include, for example, the expected AI/ML model size and possibilities to dynamically reconfigure a single AI/ML model for different sites.
3.3	New or enhanced mechanism(s) to facilitate AI model life cycle management
A key benefit of AI/ML solutions is the ability to continuously develop and improve models based on observed performance. Due to the dynamic nature of the radio environment, it is important to address AI-model life cycle management aspects. This is especially important for UE-sided AI/ML models, since the UEs are not aware of the dynamic changes in all potential network areas. 
For DL spatial/temporal beam prediction use cases, as discussed in the previous sections, the AI/ML model performance depends on the network TX beam configuration at the NW. If the AI-BM model is trained based on one a specific network TX beam configuration and applied in a different network TX beam configuration, then, the AI/ML model performance can drop significantly.
At least two different scenarios can be envisioned: 
1) Intra-site AI/ML-based beam management scenario: The AI/ML model is trained based on one network TX beam configuration for this site, but the gNB has changed its TX beam configuration after the previously trained AI-BM has been deployed and activated at the UE. ​
2) Inter-site AI/ML-based beam management scenario: The AI/ML model deployed and activated at the UE side is trained based on a DL TX beam configuration(s) for one site. Then, the UE moves to another site, which has a different DL TX beam configuration(s).
In general, the NW has better knowledge of the traffic load distribution and gNB antenna configurations in the network, hence, it is easier for the NW to training a generic beam prediction model that applies to multiple scenarios and antenna/beam configurations. Using NW or UE antenna/beam configuration ID as an assistance information for AI/ML model training and inference can be considered as one method to enable the design of a generic AI/ML model. 
Due to the issues listed in 1) and 2) above, AI/ML model performance monitoring should be done to detect and/or avoid unacceptable performance drop. For example, the NW can configure the UE to perform non-AI/ML based radio measurements (e.g., L1-RSRP measurement values) together with the AI/ML-based predictions (e.g., predicted L1-RSRP values) on the same DL-RS resource(s) so that the UE or/and the NW could use this information to estimate whether the AI/ML beam prediction model is functioning properly. To assist UE-sided AI/ML model monitoring, the NW can indicate to the UE about the gNB Tx beam configuration update or/and the NW’s monitoring results of the AI/ML model performance. 
[bookmark: _Toc111216082]Study mechanisms for performance monitoring for beam prediction AI/ML models
The NW could also transmit DL-RS resources over all its newly updated TX beams for the UE to collect new measurement data and use it for retraining/updating the UE-sided AI/ML model. The UE-sided AI/ML model retaining/update can be done either at the UE side or the NW side. If UE-sided AI/ML model is (re)trained at the UE side, then, the UE can send its collected new data to a server, which retains the model that can be deployed across different UEs. If the UE-sided AI/ML model is (re)trained at the NW side (e.g., assuming model transfer), the UE can report its collected new data to the NW, who retains the model and then transfer the retained model to different UEs. For both cases, the NW could configure the UE to deactivate the current AI/ML model and fallback to a non-AI/ML based method during the AI/ML model retaining phase.
[bookmark: _Toc111216083]Study mechanisms to activate/deactivate beam prediction AI/ML models, and potential fallback mechanisms
4 Conclusions

In the previous sections we made the following observations: 
Observation 1	The feasibility of defining a meaningful TX/RX beam shape information for beam prediction is questionable.
Observation 2	For comparison of ML-models, common alignment on the evaluation metrics is needed, not exact ML-model output definition.
Observation 3	The time-dynamics need to be captured in order to perform temporal beam predictions, for example by measuring L1-RSRP over a certain time duration, or having external sensor information such as direction and velocity

Based on the discussion in the previous sections we propose the following:
Proposal 1	Avoid restricting the beam configuration by using wide and narrow beam terminology when defining alternatives for beam set A and B.
Proposal 2	Avoid restricting beam configuration alternatives at this stage by defining QCL relations between set A and B
Proposal 3	Assistance information related to “beams” should focus on information related to NW antenna/beam configuration ID or UE antenna/beam configuration ID
Proposal 4	Prioritize assistance information that can be obtained with low standardization effort, such as UE position information
Proposal 5	No need to define the exact ML-model output for spatial beam predictions, model output should be part of the model description when presenting the simulation results
Proposal 6	Investigate assistance information that capture time-dynamics without requiring any L1-RSRP measurements over a long time duration
Proposal 7	New or enhanced mechanism(s) including CSI-report-based, SRS-based and RRC-message-based frameworks to facilitate NW data collection for beam management use cases should be studied
Proposal 8	Study data collection requirements and new or enhanced mechanism(s) to facilitate collecting data for NW-sided model inference for DL spatial/temporal beam prediction use cases.
Proposal 9	Study enhancements of CSI measurement and reporting configurations to support UE-sided DL spatial/temporal beam predictions.
Proposal 10	Study mechanisms for performance monitoring for beam prediction AI/ML models
Proposal 11	Study mechanisms to activate/deactivate beam prediction AI/ML models, and potential fallback mechanisms
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