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1	Introduction
In RAN#94e, the new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. This is the first AI/ML study for 3GPP RAN1, and explores the 3GPP framework for adopting AI/ML in the air interface. The study needs to investigate AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, life cycle management, etc. The investigation should also consider aspects such as performance, robustness, complexity, and potential specification impact.
One use case identified for the pilot study is beam management:
	RP-213599 (SID):
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels



In this contribution, we will discuss the evaluation methodology of the beam management use case and present initial simulation results for the spatial beam prediction sub use case. 
2	Remaining issues on evaluation methodologies
We have identified a few leftover discussions and remaining issues, from RAN1#109e, that need to be settled to complete the evaluation methodologies (EVM) for the study item.
2.1	Evaluation methodology
The following agreement was reached in RAN1#109e. 
	Agreement
· Companies are encouraged to report the following aspects of AI/ML model in RAN 1 #110. FFS on whether some of aspects need be defined or reported.
· Description of AI/ML model, e.g, NN architecture type
· Model inputs/outputs (per sub-use case)
· Training methodology, e.g.
· Loss function/optimization function
· Training/ validity /testing dataset:
· Dataset size, number of training/ validity /test samples
· Model validity area: e.g., whether model is trained for single sector or multiple sectors             
· Details on Model monitoring and model update, if applicable
· Others related aspects are not precluded



Regarding the above FFS: Companies should share important details of AI/ML models used in their contributions to enable reproducibility and build trust in reported results. We propose the following:
· Share a high-level, academic-paper style and/or pseudocode, description of the AI/ML model. Sufficient details should be provided so that the AI/ML model can reimplemented. 
· Share relevant simulation parameters used to generate synthetic datasets for training, validation, and testing. Sufficient detail should be provided to enable reproducing the most important characteristics of dataset(s).
· Describe important steps of data preprocessing and/or feature extraction using an academic-paper style and/or pseudocode. 
Optionally, companies can share useful hyperparameters including, for example, the learning rate, learning rate decay, mini-batch size, optimizer details, and any training tricks (such as dropout regularization). The latter may, for example, be important when studying AI/ML model generalizability. 
[bookmark: _Toc111217432]To help enable reproducibility, companies are encouraged to report relevant information about the AI/ML model architecture, data pre- and post-processing, loss functions, and training procedures using an academic style paper and/or pseudocode.
[bookmark: _Ref107994676]2.2	Evaluation metrics
2.2.1	Beam prediction accuracy
The following agreement was reached in RAN1#109e.
	Agreement
· To evaluate the performance of AI/ML in beam management, further study the following KPI options:
· Beam prediction accuracy related KPIs, may include the following options:
· Average L1-RSRP difference of Top-1 predicted beam
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

· CDF of L1-RSRP difference for Top-1 predicted beam
· Beam prediction accuracy (%) with 1dB margin for Top-1 beam
· The beam prediction accuracy (%) with 1dB margin is the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam” 

· the definition of L1-RSRP difference of Top-1 predicted beam: 
· the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam
· Other beam prediction accuracy related KPIs are not precluded and can be reported by companies. 



As shown in Section 3.2, the SSB/CSI-RS best beam statistics are highly skewed in the agreed simulation scenarios. For example, beams with azimuth angles pointing towards the horizon will occur more often than beams with other azimuth angles. Companies should take data skewness into account when evaluating beam prediction KPIs. AI/ML models can be trained to work well for common beams (e.g., beams on the horizon), and, potentially, ignore uncommon beams. One method for exploring the ability of AI/ML models to predict the uncommon beams is to visualize their performance on such rare events. For example, companies can highlight tail percentiles (e.g., 99th percentile) when presenting L1-RSRP CDFs results whenever AI/ML models fail to accurately predict uncommon beams.
[bookmark: _Toc111217422]The agreed simulation scenarios might have heavily skewed beam statistics. AI/ML models can be trained to work well for common beams and ignore uncommon beams. The poor performance of AI/ML models on uncommon beams might not be reflected in average beam prediction statistics. Visualizing the edge percentiles of the L1-RSRP CDF could be one method to illustrate the ability to predict uncommon beams
[bookmark: _Toc111114353][bookmark: _Toc111114456][bookmark: _Toc111114506]
2.2.2	Overhead reduction
The following agreement was reached in RAN1#109.
	Agreement
· System performance related KPIs, may include the following options:
· UE throughput: CDF of UE throughput, avg. and 5%ile UE throughput
· RS overhead reduction at least for spatial-domain beam prediction at least for top-1 beam:
· 1-N/M,
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) required for measurement
· where (FFS) M is the total number of beams
· Note: Non-AI/ML approach based on the measurement of these M beams may be used as a baseline
· FFS on whether to define a proper value for M for evaluation.
· Other System performance related KPIs are not precluded and can be reported by companies.




Regarding the agreed KPI on RS overhead reduction: The current definition depends on the number of UEs; for example, the RS overhead reductions will decrease as the number of UEs increases. This is an important observation and should be highlighted in the results. However, the benefit of UE measurement reduction is not captured, this could be part of the power reduction KPI yet to be defined, a first step is to define a UE measurement KPI that can be translated into a power reduction KPI in later stages of the study item.
[bookmark: _Toc111217433]Define a RS measurement reduction KPI, e.g. 1-N/M where N is the number of beams measured by a UE, and M is the total number of beams.

2.2.3	Common KPIs: Evaluating AI/ML model performance vs complexity
For the CSI and Positioning use cases, it was agreed in RAN1#109e that companies should estimate and report the number of floating-point operations (FLOPs) during inference. For consistency and comparability between the use cases, we propose that FLOPs are also adopted for the BM use case.
[bookmark: _Toc111217434]When presenting results for AI/ML models, the proponent should report a model size (e.g., number of parameters) and an estimate of the number of floating-point operations (FLOPs) for inference. 
Common KPIs are discussed further in our companion paper [2].
2.3	Simulation parameters
2.3.1	Generalization
The following conclusion was reached in RAN1#109e.
	Conclusion
· Further study AI/ML model generalization in beam management evaluating the inference performance of beam prediction under multiple different scenarios/configurations.
· FFS on different scenarios/configurations
· Companies report the training approach, at least including the dataset assumption for training



It is important to understand the generalizability of beam prediction AI/ML models. For example, do AI/ML models need to be trained and deployed to specifically target individual propagation environments, UE mobility patterns, antenna configurations, and system configurations? Such details are important inputs for future discussions on AI/ML model lifecycle management (LCM) functional frameworks. We, therefore, propose that the following conclusion from RAN1#109 should be endorsed as an agreement. 
[bookmark: _Toc111217435]Further study AI/ML model generalization in beam management, evaluating the inference performance of beam prediction under multiple different scenarios/configurations.
Regarding the FFS on which scenarios and/or configurations should be used to study AI/ML model generalizability: It is too early to fix scenarios, and companies can be free to motivate different alternatives. We believe that it is important to understand whether beam prediction AI/ML models need to be trained and deployed in a per-cell manner, considering, for example, the local propagation environment, UE mobility, and gNB antenna configurations. 
[bookmark: _Toc111217423]It is too early to define the exact scenario for testing model generalizations at this stage of the study item. Companies are encouraged to propose scenario alternatives
Within the agreed simulation framework, some issues around AI/ML model generalizability can be studied by controlling pseudorandom number generator seeds for the deployment (e.g., UE locations and orientations), large scale fading (e.g., geometry, delay spreads, angular spreads), spatial correlation (e.g., LOS/NLOS and indoor/outdoor states) and spatial consistency [TR 38.901]. For example, spatial consistency seeds can be used to model a fixed propagation environment for a specific cell. We recognize that companies will have different solutions for pseudorandom number generation, and, therefore, it may be difficult to standardize common evaluation approaches. However, we encourage companies to report relevant details concerning pseudorandom number generation when studying AI/ML generalizability. 
[bookmark: _Toc111217436]When reporting results, the proponents should describe the type of generalizability targeted by the experiment (e.g., generalize AI/ML beam prediction model over different sites/cells, carrier frequencies, antenna configurations, reference signal configurations). The proponents should explain how their training, validation, and testing procedure supports the claimed generalizability.

2.3.2	UE distribution
The following FFS was left from RAN1#109e.
	FFS UEs per sector/cell for evaluation. More UEs per sector/cell for data generation is not precluded.



The number of UEs per sector/per cell is mainly valid for the model inference stage, to make comparable system level KPIs. We think 10 UEs per sector/cell is a good starting point. For training, defining the number of UEs per sector/cell could be relevant since some signals might be subject to interference during data collection. In case such interference is modelled or impacting the results, the companies should highlight this while presenting the results. We propose the following regarding the FFS:
[bookmark: _Toc111217437]10 UEs per sector/cell for system-level KPI evaluation (model inference). 
Other values not precluded
Number of UEs per/sector per cell during data collection presented if relevant
2.3.3	Traffic model
We encourage the possibility of using other traffic models than full buffer. Full buffer cannot be used to make strong predictions of the usefulness of a feature and hence doesn’t provide any insights that assist in drawing SI conclusions. We think at least the FTP model should be evaluated in addition to the full buffer model.
[bookmark: _Toc111217438]Agree to use full buffer and FTP-model(s) for system level evaluations as a starting point. FTP model parameters are FFS
3	Simulation scenario and data exploration
3.1	Scenario description
For the following discussion, we consider randomly dropped UEs in the 3GPP UMa scenario with 200 m inter-site distance, see Table 5 in the appendix for details. We use spatially consistent channel model, and we fix a common random seed for the propagation conditions for all simulations (unless otherwise stated). The total number of UEs (samples) generated was 20000–40000 per cell. About 90% of the samples were used to train AI/ML model for spatial beam prediction. The remaining channel samples were used for testing/inference. For dataset explorations and visualizations, we used all data (no division into train/dev/test sets), except when leading to too cluttered figures (in which an appropriate subset was used). 
For the gNBs, SSB and CSI-RS beams were defined based on Table 1 and Table 5. No mechanical downtilt is used. The four-panel option (i.e., (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2)), was modelled as a single large panel with 8×16 uniformly spaced antenna elements. We will use the following abbreviations for the gNB antenna array configurations:
· “4x8”: One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ
· “8x16”: Four panels: (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2), (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ

Cell selection: UEs were associated with their best gNB based on link gain. UE-side beamforming: For these initial evaluations, we assume that the best UE-side Rx beam are used. That is, the SSB and CSI-RS L1-RSRPs were calculated assuming the best UE-side Rx beam. These RSRP values were then used as dataset for training and inference. Some evaluations will use additional assistance information to train the AI/ML beam prediction models, see later sections for more details.
The complete set of SSB beams and CSI RS beams, in terms of zenith and azimuth angles, is listed in Table 1. The prediction target (Set A) is always the complete set of CSI-RS beams. The measurement sets (Set B) considered are illustrated in Figure 1 (4x8 gNB array) and Figure 2 (8x16 gNB array).

[bookmark: _Ref111022483][bookmark: _Ref111191499]Table 1: gNB SSB and CSI-RS beam directions
	Array size (#elements)
	RS type
	#zenith × #azimuth = total #beams
	Beam width
	List of angles 


	4x8
	SSB
	2×4 = 8
	Half-wide1)
	Zenith angles [deg]: 77.5, 122.5
Azimuth angles [deg]: -45, -15, 15, 45

	
	CSI-RS
	3×10 = 30
	Narrow
	Zenith angles [deg]: 81, 99, 117
Azimuth angles [deg]: -31.5, -22.5, -13.5, -4.5, 4.5, 13.5, 22.5, 31.5, 40.5

	8x16
	SSB
	3×7 = 21
	Half-wide1)
	Zenith angles [deg]: 69, 105, 141
Azimuth angles [deg]: -57, -38, -19, 0, 19, 38., 57

	
	CSI-RS
	7×24 = 168
	Narrow
	Zenith angles [deg]: 76.5, 85.5, 94.5, 103.5, 112.5, 121.5, 130.5
Azimuth angles [deg]: ‑51.75, ‑47.25, ‑42.75, ‑38.25, 
‑33.75, -29.25, -24.75, -20.25, -15.75, -11.25, -6.75, 
-2.25, 2.25, 6.75, 11.25, 15.75, 20.25, 24.75, 29.25, 33.75, 38.25, 42.75, 47.25, 51.75


1) Only half of the antenna elements in each dimension are used, i.e. a quarter of all antenna elements.
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[bookmark: _Ref83924636]Figure 1: Beam patterns for 4x8 gNB array, with filled circles indicating the Set B beams (8, 10, or 15).

[image: ]
[bookmark: _Ref110879051]Figure 2: Beam patterns for 8x16 gNB array, with filled circles indicating the Set B beams (21, 48, or 84).



3.2	Dataset visualizations
Figure 3 – Figure 5 depict best beam statistics for SSBs (wide beams) and CSI-RSs (narrow beams) for the case of an (8x16) gNB antenna array with outdoor UEs (no indoor UEs). The dataset was generated from many independent runs with different seeds for spatial correlation and UE locations. For example, in Figure 3 we see that 19.5% of UEs have their best SSB beam with a zenith angle of 105 degrees and an azimuth angle of -19 degrees.
The CSI-RS best beam statistics in Figure 4 indicate that outdoor UEs are concentrated in the third and fourth rows, corresponding to zenith angles slightly below the horizon (90 degree zenith angle). For example, the probability that the best CSI-RS beam has a zenith angle of 103.5 degrees is approximately 37%. The primary driver of this property is that outdoor UEs are typically located far away from the gNB – appearing close to the horizon from the gNB’s perspective.
Figure 5 repeats the same experiment for CSI-RS beams with predominantly indoor UEs. As can be seen in the figure, there is still a strong bias towards zenith angles pointing to the horizon.
The biased statistics in Figure 4 and Figure 5 suggest that it is potentially easy to achieve good mean user KPIs performance (e.g., mean user best beam prediction performance) using classical algorithms by simply focussing on beams pointing towards the horizon (e.g., ignoring outlier UEs in uncommon locations). However, such solutions are obviously not desirable from a coverage and network performance standpoint. The key point here is that companies need to consider both mean and tail probabilities when reporting their intermediate KPIs, to account for such imbalanced datasets. In general, machine learning classification problems related to highly imbalanced class data requires other KPIs than accuracy, for example log-loss, ROC AUC, precision, recall etc.
[bookmark: _Toc111217424]Best beam statistics can be highly biased (e.g., beams pointing near the horizon). Therefore, mean-user KPIs (e.g., average probability of selecting the best beam) can be insensitive to tail events (e.g., UEs in uncommon locations). 

The relationship between the best gNB beam and the UE location is examined in Figure 6 and Figure 7. The figures are based on a large set of UEs generated in a single sector with random locations. Here we use a fixed seed for spatial correlation/consistency in the UMa model. The UE location has been translated to polar coordinates (zenith/azimuth angles) relative to the gNB, hence taking into account both the horizontal location of the UE and the relative height of the gNB and the UE. 

The correlation between UE location and best beam is stronger when we have 100% outdoor UEs, when compared to a mix of indoor/outdoor UEs. In both figures, there are large regions with a single colour, suggesting that the direction of the best gNB beam direction can often be rather reliably determined based on UE location alone. This suggests that UE location could be useful assistance information, which is further investigated in Section 4.3.1.3.

[bookmark: _Toc111217425]There is a strong correlation between UE location and best beam direction, and hence UE location can be considered as assistance information.

[image: ]
[bookmark: _Ref111022555]Figure 3: 8x16 gNB array, 100% outdoor UEs, SSB beams


[image: ]

[bookmark: _Ref110878326]Figure 4: 8x16 gNB array, 100% outdoor UEs, CSI RS beams


[image: ]
[bookmark: _Ref110878329]Figure 5: 8x16 gNB array, 80% indoor, 20% outdoor UEs, CSI RS

[image: ] [image: ]

				(a) 								(b)

[bookmark: _Ref110878928]Figure 6: Best CSI-RS beam (color-coded) as a function of UE location expressed in terms of zenith/azimuth angle of the UE relative to gNB Tx panel broadside, for 4x8 gNB array, with 100% outdoor UEs. Only a single sector is considered. In panel (a), each color indicates one of the 3 zenith CSI-RS beam directions defined for 4x8 arrays in Table 1, while in panel (b), each color indicates one of the 10 defined azimuth CSI‑RS beam directions.

 [image: ][image: ]
(a)								 (b)
[bookmark: _Ref110878868]Figure 7: Best CSI-RS beam (color-coded) as a function of UE location expressed in terms of zenith/azimuth angle of the UE relative to gNB Tx panel broadside, for 4x8 gNB array, with 80% indoor and 20% outdoor UEs. Only a single sector is considered. In panel (a), the color indicates zenith CSI-RS beam direction (from list in Table 1), while in panel (b), color indicates azimuth CSI-RS beam directions.
4	Spatial beam prediction
In this section, we present our evaluation methodology and results for the spatial beam prediction sub use case.

4.1	Baseline description 
Two baseline schemes have been evaluated:
· Fixed beam set: A fixed Set B consisting of  CSI-RS beams is defined. All beams in Set B are transmitted and reported. The best Set B beam (Top-1) is the prediction. For a given , the Set B is defined according to Figure 1 and Figure 2, like for AI/ML schemes.

· Random beam set: For each sample, a Set B consisting of  CSI-RS beams is randomly selected from the full Set A of beams. All CSI-RS beams in Set A are equally likely to be selected, and a new random seed is used for every sample. All beams in the random Set B are transmitted and reported, and the prediction is the best beam (Top-1), like in the fixed beam scheme.

4.2	Spatial beam prediction description
4.2.1	Options for using beam prediction models
The following three options for beam prediction have been considered in evaluations:
[bookmark: _Toc110878155]Option 1) AI/ML model predicts Top-1 beam


[bookmark: _Toc110878156]Option 2) AI/ML model predicts Top-K beams

For example, if Set B is SSB beams, we have the following steps:
P1. Measure the SSB beams
P1*. Predict a set of K CSI-RS beams
P2. Measure the K CSI-RS beams
Option 3) UE position-based prediction 

Use option 1 + UE location
As already mentioned, in the evaluations in this contribution, the UE is assumed to always select the best UE-side Rx beam. Note that with K = 1, Option 2) reduces to Option 1).
4.2.2	Neural network architectures
We will use the two neural network models illustrated in Figure 8. Neural network A (NN A) is used in all evaluations unless otherwise indicated in figure legends. Neural network B (NN B) is a model with higher complexity in comparison to model A and is used in a few evaluations in Section 4.3.1.2.
The number of nodes in the dense layers equals the number of beams in Set A, . A softmax cross-entropy function is used. Normalization is based on scaling the beam RSRP values in dB per sample to yield the range 0.0 to 1.0 for RSRP values for each sample.
In case assistance information, such as UE location information, is also used as input to the neural network, that information is concatenated to the RSRP values after being separately scaled by a fixed scaling factor designed to yield values with maximum magnitudes in the order of 1.
[image: ]
[bookmark: _Ref110878964]Figure 8: Neural networks used in the evaluations. Unless otherwise explicitly stated, NN A is used. The number of nodes in the dense layers equals the number of beams  in Set A.
An overall description of our evaluation methodology is described in the table below.
	Parameters
	Potential Values

	Dataset description (Training/Test data)
	· Number of samples: 20000–40000 (depending on scenario)
· Training on single sector, inference on same sector, unless otherwise stated

	Model validity area
	· Sector-specific training 

	Model description
	· Neural network, 2–3 dense layers, ReLU, dropout
· Model hyperparameters: learning rate 0.01

	Model input description
	· RSRP from SSB and/or CSI RS (one real value per measured beam unless otherwise stated), normalized based on min and max values per sample
· UE location assistance information (where explicitly stated)

	Model output description
	· Probability of beam being strongest beam, used to derive top-K beams

	Training methodology
	· Loss function: Softmax cross-entropy

	Model complexity KPIs
	· Number of parameters:
· 4x8 gNB array with 8 SSB beams in Set B:
· NN A: ~1200
· NN B: ~9000
· 8x16 gNB array with 21 SSB beams in Set B:
· NN A: ~32000
· Floating point operations for inference
· 4x8 gNB array with 8 SSB beams in Set B:
· NN A: ~2500 FLOPs
· NN B: ~17000 FLOPs
· 8x16 gNB array with 21 SSB beams in Set B:
· NN A: ~64000 FLOPs



4.3	Results
4.3.1	Beam prediction KPIs
Based on the agreement shown in Section 2.2.1, we report the following KPIs:
· Beam prediction accuracy (%) for Top-1 (and in some cases also Top-3) beams, with 0 dB margin and 1 dB margin
· CDF of L1-RSRP difference for Top-1 (and in some cases also Top-3) predicted beams

The KPIs are reported as function of RS transmission overhead (N/M), where N is the number of beams (SSB and/or CSI-RS) that are transmitted in the beam finding procedure (total in steps P1 and P2), and M is the total number of (CSI-RS) beams in Set A. N is calculated as

where  is the number of UEs per cell (5 or 10 UEs, as indicated in the figure captions). Note that this can be seen as a worst case, where no UEs have any overlap between their respective top-K sets, or where transmission of same CSI-RS beam to multiple UEs jointly is not possible for other reasons.
Note also that the baseline scheme used does not employ a multi-step procedure, and hence effectively has K = 1.
4.3.1.1	Basic prediction performance
Basic KPI results for 4x8 gNB array are provided in Table 2 and Figure 9. Table 2 shows the beam prediction accuracy (with 0 dB and 1 dB margins) along with corresponding beam transmission overhead. Figure 9 provides CDFs over the differences between RSRP for the predicted beam and the RSPR for the optimal beam, over all UEs in a cell, for various scenarios and schemes. The results show that AI/ML schemes can outperform the conventional schemes. For example, from Table 2, it can be seen that in a scenario with 100% outdoor users, the trained AI/ML model can with just 27% overhead (using 8 SSB beams in Set B vs. 30 CSI‑RS beams in Set A) predict the optimal beam within 1 dB for >90% of the users, while the baseline scheme reaches only about 68% correct prediction at an overhead of 50%. CDFs for outdoor users can be compared in Figure 9(a).
As discussed in Section 3.2, the prediction problem can be expected to be more challenging for scenarios with many indoor UEs. This is confirmed in Table 2 and Figure 9(b). Although the Top-3 schemes can give good prediction accuracy, they lead to large overhead, for the case of 10 UEs/cell even exceeding the overhead of a full sweep of all Set A beams (N/M > 100%).
Analogous results for 8x16 gNB arrays are shown in Table 3 and Figure 10. In this case, the Top-3 schemes lead to rather small overhead and can be used to achieve good accuracy also in scenarios with predominantly indoor users. For example, with 5 UEs/cell, 21% RS overhead is sufficient to have 91% of the users reach an RSRP within 1 dB of optimal beam RSRP.

[bookmark: _Toc111217426]In outdoor scenarios, AI/ML can reduce beam spatial-domain beam prediction overhead substantially while maintaining good accuracy, both for 4x8 (30 beams in Set A) and 8x16 arrays (168 beams in Set A).

[bookmark: _Toc111217427]In scenarios with primarily indoor UEs, spatial-domain beam predication is more challenging.


[bookmark: _Ref110880393]Table 2: Beam-finding accuracy and overhead, 4x8 gNB array
	Scheme 1)
	Beam accuracy [%]
	RS overhead N/M [%]

	
	100% outdoor
	80%/20% in/outdoor
	

	
	0 dB margin
	1 dB margin
	0 dB margin
	1 dB margin
	5 UEs/cell
	10 UEs/cell

	AI/ML, 8 SSB (Top-1)
	84.2
	91.3
	70.3 
	82.2
	26.7
	26.7

	AI/ML, 8 SSB (Top-3)
	98.5
	99.1
	93.8
	96.7
	76.7
	(126.7)

	AI/ML, 10 CSI-RS (Top-1)
	90.2
	95.4
	77.3 
	88.9
	33.3
	33.3

	AI/ML, 10 CSI-RS (Top-3)
	98.9
	99.6
	95.6
	98.1
	83.3
	(133.3)

	Baseline, 10 CSI-RS (fixed)
	40.4
	50.1
	38.2
	52.9 
	33.3
	33.3

	Baseline, 10 CSI-RS (random)
	33.5
	39.7
	33.9
	44.0
	33.3
	33.3

	Baseline, 15 CSI-RS (fixed)
	54.5
	67.9
	51.7 
	71.4
	50.0
	50.0

	Baseline, 15 CSI-RS (random)
	50.1
	57.5
	49.7
	61.6
	50.0
	50.0


1) “n SSB” / ”n CSI-RS” indicates the type and number of beams in Set B in accordance with Figure 1 and Figure 2. Complete beam sets are given by Table 1.
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[bookmark: _Ref110879147](a) 									(b)

Figure 9: RSRP difference CDF, for 4x8 array, for (a) 100% outdoor UEs and (b) 80%/20% in/outdoor UEs.


[bookmark: _Ref110880514]Table 3: Beam-finding accuracy and overhead, 8x16 gNB array
	Scheme
	Beam accuracy [%]
	RS overhead N/M [%]

	
	100% outdoor
	80%/20% in/outdoor
	

	
	0 dB margin
	1 dB margin
	0 dB margin
	1 dB margin
	5 UEs/cell
	10 UEs/cell

	AI/ML, 21 SSB (Top-1)
	82.7
	93.0
	52.5
	70.1
	12.5       
	12.5

	AI/ML, 21 SSB (Top-3)
	96.8
	98.4
	84.6
	91.3
	21.4
	30.3

	AI/ML, 48 CSI-RS (Top-1)
	88.7
	95.9
	63.1
	80.1
	28.6
	28.6

	AI/ML, 48 CSI-RS (Top-3)
	98.5
	99.4
	90.4
	95.8
	37.5
	46.4

	Baseline, 48 CSI-RS (fixed)
	22.8
	34.8
	27.2
	44.8
	28.6
	28.6

	Baseline, 48 CSI-RS (random)
	27.9
	38.5
	28.7
	42.2
	28.6
	28.6

	Baseline, 84 CSI-RS (fixed)
	48.5
	69.8
	48.8
	76.1
	50.0
	50.0

	Baseline, 84 CSI-RS (random)
	49.4
	62.4
	50.3
	65.7
	50.0
	50.0





[image: ][image: ]
(a)									(b)

[bookmark: _Ref110879363]Figure 10: RSPR difference CDF, for 8x16 array, for (a) 100% outdoor UEs and (b) 80%/20% in/outdoor UEs

4.3.1.2	Investigated enhancements – More complex models
It was noted in Section 4.3.1.1 that beam prediction for indoor users was challenging in particular for 4x8 arrays. In this section we try to improve this performance by using the more complex NN B illustrated in Figure 8. As can be seen from the result in Table 4, NN B significantly improves performance over NN A. See Table 2 for RS overhead information.
[bookmark: _Toc111217428]In scenarios with primarily indoor UEs, spatial-domain beam predication is more challenging, but increased NN complexity is found to improve performance.

[bookmark: _Ref110880518]Table 4: Beam-finding accuracy and overhead, 4x8 gNB array, more complex NN model
	Scheme
	Beam accuracy [%], 80%/20% in/outdoor

	
	0 dB margin
	1 dB margin

	AI/ML, NN A, 8 SSB (Top-1)
	70.3
	82.2

	AI/ML, NN B, 8 SSB (Top-1)
	77.3
	87.6




4.3.1.3	Investigated enhancements – UE assistance information
As was shown in Section 3.2, the UE location is strongly correlated with the best beam. This correlation is particularly strong for outdoor UEs. It is, therefore, of interest to make use of UE location as assistance information. A few different approaches have been evaluated in section.

One approach was to feed the UE location directly into the neural network, alongside the RSRP values, in terms of three numbers: gNB zenith/azimuth angles towards the UE (in radians) and the gNB–UE distance in the x-y plane (normalized by ISD). This approach did not yield significant gains (using the previously described NN architectures, however, a more complex network might help).

Another approach was to pre-process the UE location information. A method based on the k-nearest neighbor algorithm was employed, as follows:
1. For each UE (sample) in the dataset, pre-processing was performed as follows:
a) The k closest neighbor UEs in the training set were found. In the evaluations, k = 15 was used.
b) For those UEs, a “histogram” over the optimal beam directions in Set A was derived; that is, the result is a set of  integers summing to k.
c) This histogram was normalized and stored alongside the other data for the UE (sample).
2. During training and inference, the respective UE histogram ( numbers) was fed into the first layer of the neural network together with the  RSRP values for the UE.

The result of the k-nearest neighbor approach is shown in Figure 11. As can be seen, prediction performance is substantially improved, showing the potential of UE location as assistance information. We have left complexity estimation and/or reduction for FFS.


[bookmark: _Toc111217429]UE location as assistance information can substantially improve prediction performance for outdoor UEs.


[image: ]
[bookmark: _Ref110879920]Figure 11: RSPR difference CDF, for 4x8 array, 100% outdoor UEs, Top-1, with and without UE location information as assistance information.


4.3.2	Prediction performance impact from measurement errors
All evaluations in previous sections have been performed under the assumption of no RSRP measurement errors. However, there are always measurement errors in the UE. Excerpts from 3GPP TS 38.133 on UE L1‑RSRP measurement requirements are shown in the following table.
[image: ]
To exemplify the impact of RSRP measurement errors, evaluations with varying level of errors have been performed. The errors were modelled as uniformly distributed random offsets in the dB domain, independently selected for each gNB beam, according to the following:
· During training:
· Errors were applied to model input as well as to targeted model output.
· During inference:
· Errors were applied to model input but not to targeted model output (ground truth).

In Figure 12, results with a uniformly distributed error of up to ±2 dB or ±6 dB are shown. Such measurement errors can have a significant impact on performance and need to be considered for realistic evaluations. It may also be necessary to further discuss UE measurement accuracy modelling, e.g., correlations between errors for different gNB beams. It may be helpful for the network to have better knowledge of the accuracy of the UE measurements.
[bookmark: _Toc111217430]UE measurement errors may significantly impact ML beam prediction performance and should be considered in realistic evaluations. 

[image: ]
[bookmark: _Ref110879941]Figure 12: RSPR difference CDF, for 4x8 array, 100% outdoor UEs, Top-1 scheme, with UE RSRP measurement errors, uniformly distributed up to ±2 dB or ±6 dB.

4.3.3	Model generalization
Results where the AI/ML model is trained in one cell and used for beam prediction in another cell in the network (without additional training) are shown in Figure 13 and compared with the performance when the neural network is trained and used in the same cell (with same random seed for the cell channel propagation conditions). The results suggest that a trained model can generalize quite well to other cells. 
[bookmark: _Toc111217431]Initial evaluations indicates that a model trained in one cell is found to generalize to another cell with identical antenna configuration
[image: ]
[bookmark: _Ref110879965]Figure 13: RSPR difference CDF, for 4x8 array, 100% outdoor UEs, Top-1 scheme, comparison of the cases of training and inference in the same or different cells.


6 Conclusions
In the previous sections we made the following observations: 
Observation 1	The agreed simulation scenarios might have heavily skewed beam statistics. AI/ML models can be trained to work well for common beams and ignore uncommon beams. The poor performance of AI/ML models on uncommon beams might not be reflected in average beam prediction statistics. Visualizing the edge percentiles of the L1-RSRP CDF could be one method to illustrate the ability to predict uncommon beams
Observation 2	It is too early to define the exact scenario for testing model generalizations at this stage of the study item. Companies are encouraged to propose scenario alternatives
Observation 3	Best beam statistics can be highly biased (e.g., beams pointing near the horizon). Therefore, mean-user KPIs (e.g., average probability of selecting the best beam) can be insensitive to tail events (e.g., UEs in uncommon locations).
Observation 4	There is a strong correlation between UE location and best beam direction, and hence UE location can be considered as assistance information.
Observation 5	In outdoor scenarios, AI/ML can reduce beam spatial-domain beam prediction overhead substantially while maintaining good accuracy, both for 4x8 (30 beams in Set A) and 8x16 arrays (168 beams in Set A).
Observation 6	In scenarios with primarily indoor UEs, spatial-domain beam predication is more challenging.
Observation 7	In scenarios with primarily indoor UEs, spatial-domain beam predication is more challenging, but increased NN complexity is found to improve performance.
Observation 8	UE location as assistance information can substantially improve prediction performance for outdoor UEs.
Observation 9	UE measurement errors may significantly impact ML beam prediction performance and should be considered in realistic evaluations.
Observation 10	Initial evaluations indicates that a model trained in one cell is found to generalize to another cell with identical antenna configuration
Based on the discussion in the previous sections we propose the following:
Proposal 1	To help enable reproducibility, companies are encouraged to report relevant information about the AI/ML model architecture, data pre- and post-processing, loss functions, and training procedures using an academic style paper and/or pseudocode.
Proposal 2	Define a RS measurement reduction KPI, e.g. 1-N/M where N is the number of beams measured by a UE, and M is the total number of beams.
Proposal 3	When presenting results for AI/ML models, the proponent should report a model size (e.g., number of parameters) and an estimate of the number of floating-point operations (FLOPs) for inference.
Proposal 4	Further study AI/ML model generalization in beam management, evaluating the inference performance of beam prediction under multiple different scenarios/configurations.
Proposal 5	When reporting results, the proponents should describe the type of generalizability targeted by the experiment (e.g., generalize AI/ML beam prediction model over different sites/cells, carrier frequencies, antenna configurations, reference signal configurations). The proponents should explain how their training, validation, and testing procedure supports the claimed generalizability.
Proposal 6	10 UEs per sector/cell for system-level KPI evaluation (model inference).  Other values not precluded Number of UEs per/sector per cell during data collection presented if relevant
Proposal 7	Agree to use full buffer and FTP-model(s) for system level evaluations as a starting point. FTP model parameters are FFS
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Appendix
[bookmark: _Ref111030355]Table 5: Evaluation scenario
	[bookmark: _In-sequence_SDU_delivery]Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz
· SCS: 120 kHz

	Deployment
	200m ISD,
· 2-tier model with wrap-around (7 sites, 3 sectors/cells per site)
Other deployment assumption is not precluded

	Channel mode
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	· For spatial domain beam prediction, 3km/h
· For time domain beam prediction: 30km/h (baseline), 60km/h (optional)
· Other values are not precluded

	UE distribution
	· FFS UEs per sector/cell for evaluation. More UEs per sector/cell for data generation is not precluded.
 
· For spatial domain beam prediction: FFS:
· Option 1: 80% indoor ,20% outdoor as in TR 38.901
· Option 2: 100% outdoor
· For time domain prediction: 100% outdoor

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	·         [One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline]
·         [Four panels: (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2), (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ as optional]
·         Other assumptions are not precluded.
 
Companies to explain TXRU weights mapping.
Companies to explain beam selection.
Companies to explain number of BS beams

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	[Panel structure: (M,N,P) = (1,4,2)]
·         2 panels (left, right) with (Mg, Ng) = (1, 2) as baseline
·         Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	Beam correspondence
	Companies to explain beam correspondence assumptions (in accordance to the two types agreed in RAN4)

	Link adaptation
	Based on CSI-RS

	Traffic Model
	FFS:
· Option 1: Full buffer
· Option 2: FTP model
Other options are not precluded

	Inter-panel calibration for UE
	Ideal, non-ideal following 38.802 (optional) – Explain any errors

	Control and RS overhead
	Companies report details of the assumptions

	Control channel decoding
	Ideal or Non-ideal (Companies explain how it is modelled)

	UE receiver type
	MMSE-IRC as the baseline, other advanced receiver is not precluded

	BF scheme
	Companies explain what scheme is used

	Transmission scheme
	Multi-antenna port transmission schemes
Note: Companies explain details of the using transmission scheme.

	Other simulation assumptions
	Companies to explain serving TRP selection
Companies to explain scheduling algorithm

	Other potential impairments
	Not modelled (assumed ideal).
If impairments are included, companies will report the details of the assumed impairments

	BS Tx Power
	[40 dBm]

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	Inter site distance
	200m

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB



Measure beams in Set B, predict Top-1 beam in Set A


Select final/data beam as Top-1 beam in Set A


Measure beams in Set B, predict Set A


Measure Top-K beams from Set A


Select final/data beam based on meas. on Top-K beams
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Table 10.1.20.1.2-1: SSB based L1-RSRP relative accuracy in FR2

Accuracy Conditions
Normal Extreme SSB JoN® 1 range
condition | condition Esllot
Minimum lo Maximum lo
dB dB dB dBm / SCSssgNote? dBm/BWchanne
SCSssg = SCSssa =
120kHz 240kHz
16.5 +9.5 23 Same value as SSB_RP in -50

Table B.2.4.1-2, according
to UE Power class,
operating band and angle
of arrival

NOTE 1: lo specified at the Reference point, and assumed to have constant EPRE
across the bandwidth. N

NOTE 2: The parameter SSB Es/lot is the minimum SSB Es/lot of the pair of SSBs
to which the requirement applies.

NOTE 3: Values based on Refsens and EIS spherical coverage as defined in
clauses 7.3.2 and 7.3.4 of TS 38.101-2 [19]. Applicable side condition
selected depending on angle of arrival.

NOTE 4: In the test cases, the SSB Es/lot and related parameters may need to be
adjusted to ensure Es/lot at UE baseband is above the value defined in
this table.
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