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1  Introduction

A new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface was approved in RAN#94-e meeting [1]. The objectives of this study item include defining common notation and terminology for AI/ML, investigations on the framework for AI/ML for air-interface, finalization and evaluation for the representative sub use cases for each use case, and assess potential specification impact for the representative set and for a common framework. In this contribution, we present our views on the evaluation methodology for AI/ML based positioning accuracy enhancement, and some initial evaluation results are also provided.
2  Evaluation methodology and performance results 
In RAN1#109-e meeting [2], the following agreements were made for evaluation on AI/ML for positioning accuracy enhancement.

	Agreement
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 

Agreement
For evaluation of AI/ML based positioning, at least the InF-DH sub-scenario is prioritized in the InF deployment scenario for FR1 and FR2.
Agreement
For InF-DH channel, the prioritized clutter parameters {density, height, size} are:

· {60%, 6m, 2m};
· {40%, 2m, 2m}. 

· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.

Agreement
For AI/ML-based positioning evaluation, the baseline performance to compare against is that of existing Rel-16/Rel-17 positioning methods.

· As a starting point, each participating company report the specific existing positioning method (e.g., DL-TDOA, Multi-RTT) used as comparison.
Agreement
For all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy.

· Companies can optionally report vertical accuracy.

Agreement
The CDF percentiles to analyse are: {50%, 67%, 80%, 90%}.

· 90% is the baseline. {50%, 67% 80%} are optional.

Agreement
Target positioning requirements for horizonal accuracy and vertical accuracy are not defined for AI/ML-based positioning evaluation.

Agreement
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.

· FFS: the details of model complexity and computational complexity

Agreement
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.

Agreement
The dataset is generated by a system level simulator based on 3GPP simulation methodology.

Agreement
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.

Agreement
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.

Agreement
If spatial consistency is enabled for the evaluation, companies model at least one of: large scale parameters, small scale parameters and absolute time of arrival, where

· the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance = 
· the small scale parameters are according to Section 7.6.3.1 of TR 38.901

· the absolute time of arrival is according to Section 7.6.9 of TR 38.901
Agreement
If spatial consistency is enabled for the evaluation of AI/ML based positioning, the baseline evaluation does not incorporate spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).

-         It is optional to implement spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).

 

Agreement
For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.

· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)

 

Agreement
Companies are encouraged to provide evaluation results for:

· Direct AI/ML positioning

· Companies are encouraged to describe at least the following implementation details for the evaluation

· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing

· AI/ML assisted positioning

· Companies are encouraged to describe at least the following implementation details for the evaluation

· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing

· details of the output of the AI/ML model inference, how the AI/ML model output is used to obtain the UE’s location

 
Agreement
When reporting evaluation results with direct AI/ML positioning and/or AI/ML assisted positioning, proponent company is expected to describe if a one-sided model or a two-sided model is used.

· If one-sided model (i.e., UE-side model or network-side model), the proponent company report which side the model inference is performed (e.g. UE, network), and any details specific to the side that performs the AI/ML model inference.

· If two-sided model, the proponent company report which side (e.g., UE, network) performs the first part of interference, and which side (e.g., network, UE) performs the remaining part of the inference.

 

Agreement
For evaluation of AI/ML based positioning, the computational complexity can be reported via the metric of floating point operations (FLOPs).

· Note: For AI/ML assisted methods, computational complexity for the AI/ML model is only one component of the overall complexity for estimating the UE’s location.

· Note: Other metrics to measure the computational complexity are not precluded.

 

Agreement
For evaluation of AI/ML based positioning, details of the training dataset generation are to be reported by proponent company. The report may include (in addition to other selected settings, if applicable):

· The size of training dataset, for example, the total number of UEs in the evaluation area for generating training dataset;

· The distribution of UE location for generating the training dataset may be one of the following:

· Option 1: grid distribution, i.e., one training data is collected at the center of one small square grid, where, for example, the width of the square grid can be 0.25/0.5/1.0 m.

· Option 2: uniform distribution, i.e., the UE location is randomly and uniformly distributed in the evaluation area. 


The sub use cases for AI based positioning have been discussed in our contribution [3]. In this section, we show the evaluation methodology and simulation results for direct AI/ML positioning, where the input and output of the AI/ML model are CIR and UE location, respectively.

2.1 Dataset construction
We construct three different datasets for model training and performance evaluation. The parameters of the three different datasets are given in Table 1. For datasets generated by one drop, uniform distribution is assumed as the distribution of UE location. Other common evaluation parameters are set according to the agreed parameters of InF-DH scenario [2], as illustrated in Appendix.
Table 1. Simulation assumption
	Dataset
	the# of drop(s)
	the # of UE(s) per drop
	spatial consistency of

large scale parameters
	spatial consistency of

small scale parameters

	Dataset 1
	1
	80000
	enabled
	enabled

	Dataset 2
	1
	80000
	enabled
	not enabled

	Dataset 3
	80000
	1
	/
	/


2.2 AI model and training method
A one side model with CNN-based architecture is assume to be applied at the UE side for AI/ML based positioning. The architecture of the AI model is shown in Fig.1.
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Fig. 1 Architecture of AI/ML model for positioning
Each sample size of the model input is 18×256×2, which corresponds to 18 BSs, the CIR of 256 length with the real part and the imaginary part. The output is the two-dimensional coordinates of UE location. The related parameters for training phase are given in Table 2.
Table 2. Parameters for model training
	Loss function
	MSE

	Optimizer
	Adam

	Initial learning rate
	0.0001

	Batch size
	256


2.3 Performance metric
Positioning accuracy achieved for 90% UEs is utilized to evaluate the positioning performance. The positioning error of the
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2.4 Simulation results
The CDF for positioning accuracy of the three datasets is shown in Fig.2. 
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Fig. 2 Positioning accuracy

The positioning accuracy achieved for 90% UEs for dataset constructed by the three datasets are 0.7 m, 1.9 m, and 5.9 m, respectively. The positioning accuracy for InF-DH {0.6, 6m, 2m} scenario by legacy positioning approach is larger than 10 meters. 
From the simulation results, it can be noted that the positioning accuracy is sensitive to the generalization and spatial consistency of the small-scale parameters. For the datasets constructed by 1 drop, if spatial consistency of the small-scale parameters is enabled, the positioning error can be reduced from 1.9 m to 0.7 m. For the dataset constructed by 80000 drops, the positioning accuracy is 5.9 m. How to improve the generalization capability of AI based positioning approach over different drops should be studied.
The complexity of the applied AI/ML model is shown in Table 3. The AI/ML model to further reduce the complexity and improve the positioning accuracy could be studied.
Table 3. Parameters for model training
	AI model
	FLOPs(×106)
	Trainable Par(×106)

	CNN
	3.72
	3.71


Observation 1: The positioning accuracy is sensitive to the generalization and spatial consistency of the small-scale parameters.
Observation 2: For AI/ML based positioning schemes, how to improve the generalization capability over different drops should be studied.
3 Conclusion

In this contribution, we share our views on the evaluation methodology for AI/ML based positioning accuracy enhancement, and some initial evaluation results are also provided. The observations and proposals are summarised as follows:
Observation 1: The positioning accuracy is sensitive to the generalization and spatial consistency of the small-scale parameters.
Observation 2: For AI/ML based positioning schemes, how to improve the generalization capability over different drops should be studied.
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Appendix
Parameters common to InF scenario (Modified from TR 38.857 Table 6.1-1)

	
	FR1 Specific Values 
	FR2 Specific Values

	Channel model
	InF-DH
	InF-DH

	Layout 
	Hall size
	InF-DH: 

(baseline) 120x60 m

(optional) 300x150 m

	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.

-
for the small hall (L=120m x W=60m): D=20m

-
for the big hall (L=300m x W=150m): D=50m
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	Room height
	10m

	
	
	

	Total gNB TX power, dBm
	24dBm
	24dBm

EIRP should not exceed 58 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ – Note 1

Note: Other gNB antenna configurations are not precluded for evaluation
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH=dV=0.5λ – Note 1

One TXRU per polarization per panel is assumed

	gNB antenna radiation pattern
	Single sector – Note 1
	3-sector antenna configuration – Note 1

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.
- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull.

	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: image11.png]


 for scenario 2 (InF-DH) 

	UE mobility
	3km/h 

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: image12.png]


), 8}.

	Clutter parameters: {density [image: image14.png]


, height [image: image16.png]


,size [image: image18.png]A.rorerer



}
	High clutter density:

- {40%, 2m, 2m} 

- {60%, 6m, 2m}

· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.

	Note 1:
According to Table A.2.1-7 in TR 38.802
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