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1. Introduction
In the RAN1#109e meeting, several agreements related to AI/ML based BM evaluation methodology and assumptions were made. Also, spatial-domain DL beam prediction (BM-Case1) and Temporal DL beam prediction (BM-Case2) were selected as representative sub-use cases for AI/ML based beam management. This contribution discusses on evaluation methodology for AI/ML based beam management. 

2. Discussions on evaluation methodology
· Spatial-domain beam prediction (BM-Case1)Agreement
· For spatial-domain beam prediction, further study the following options as baseline performance
· Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)  
· FFS CSI-RS/SSB as the RS resources
· Option 2: Select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams
· FFS: Set B is a subset of Set A and/or Set A consists of narrow beams and Set B consists of wide beams
· FFS: how conventional scheme to obtain performance KPIs
· FFS: how to determine the subset of RS resources is reported by companies
· Other options are not precluded.
· 


  Regarding spatial-domain beam prediction, two options are agreed for further study as captured above. In option 2, there are two possibilities. One is Set A are different from Set B and the other one is Set B is a subset of Set A. As discussed in our companion contribution [1], the exact relation between Set A and Set B could be up to NW’s choice and exact beam information may still be transparent to UE. For evaluation purpose, companies can report their assumptions on Set A and Set B in option 2. The second FFS point is how conventional scheme such as exhaustive beam searching is applied in option 2. If the Set B is subset of Set A, the best beam in Set B can be selected. If beams in Set B is wider than Set A, random selection or rule based beam selection can be applied. As examples of rule based beam selection, selection of the nearest beam from boresight of the best beam in Set B or selection of the beam with lowest index among the overlapped beams with the best beam in Set B can be considered. As an example of the nearest beam selection, if beam 2 in Set B is selected based on the beam measurement, beam 3 in Set A can be selected as the best beam as depicted in Figure 1.  


Figure 1. An example of beam configurations in Set A and Set B
Proposal 1. For option 2, assumptions on Set A and Set B configuration and how conventional scheme to obtain performance KPIs are reported by each company.

· UE orientation modelAgreement
· UE rotation speed is reported by companies.
· Note: UE rotation speed = 0, i.e., no UE rotation, is not precluded.

Agreement
· For UE trajectory model, UE orientation can be independent from UE moving trajectory model. FFS on the details. 
· Other UE orientation model is not precluded.



In the RAN1#109e meeting, agreement related to UE orientation and UE rotation were made as capture above. The FFS point is the detail of UE orientation model. Regarding UE orientation, in TR 38.901, UE orientation is defined by three angles, i.e. UE bearing angle, UE downtilt angle, and UE slant angle, when UE is dropped. For the ease of simulation, UE orientation model where UE bearing angle is uniformly distributed on [0, 360] degree, UE downtilt angle is 90 degrees, and UE slant angle is zero degree can be assumed. Then, based on the UE rotation speed assumed by each company, UE rotates in bearing angle independent from UE trajectory model. 

Proposal 2. As a starting point of UE orientation modelling, it is assumed that UE bearing angle is uniformly distributed on [0, 360] degree, UE downtilt angle is 90 degrees, and UE slant angle is zero degree.

· AI/ML model complexity and computational complexityAgreement
· For evaluation of AI/ML in BM, the KPI may include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity

As captured above, KPI can include model complexity and computational complexity. Also, there was independent discussion related to KPI in framework agenda, but it failed to reach consensus on details of KPIs. In general, for the complexity comparison among AI models, counting flops (floating point operations) is used. Also, complexity of data pre-processing needs to be considered for the fair comparison. Different company may assume different AI/ML model and data processing, it is upto companies to report their assumption on pre-processing. Lastly, memory usage for AI/ML model inference and/or training also needs to consider. 

Proposal 3. For complexity KPI for AI/ML in BM, at least FLOPs, memory usage and complexity of pre-processing can be considered. 

3. Conclusion
This contribution discussed on evaluation methodology for AI/ML based CSI feedback enhancement. Based on the above discussion, following three proposals are proposed. 

Proposal 1. For option 2, assumptions on Set A and Set B configuration and how conventional scheme to obtain performance KPIs are reported by each company.
Proposal 2. As a starting point of UE orientation modelling, it is assumed that UE bearing angle is uniformly distributed on [0, 360] degree, UE downtilt angle is 90 degrees, and UE slant angle is zero degree.
Proposal 3. For complexity KPI for AI/ML in BM, at least FLOPs, memory usage and complexity of pre-processing can be considered. 
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