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1 Introduction
In RAN#94-e, Rel-18 new study item on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” is endorsed. The objective of the study item is as follows.
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate



Furthermore, in the first RAN 1 meeting, i.e., RAN1#109-e, some basic terminologies are defined. Moreover, an initial categorization for network-UE collaboration levels is provided. 
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


In this contribution, we will further provide our views on framework and general aspects for AI/ML

2 General aspect of AI/ML framework
1. 
2. 
2.1. Definition and characterization of AI/ML 
2.1.1 Remaining definitions of terminologies 

As this study item (SI) is the first attempt to characterize AI/ML operations in RAN 1, RAN1#109-e spent some efforts on defining common notations and terminologies [2]. In our view, having a common understanding among companies on at least some important notations and terminologies is essential for the progress of the study item. In this regard, we provide our views on the remaining important notations and terminologies that have yet been defined. 

Online training
In RAN1#109-e the following definition was drafted for online training but the agreement was not reached. 

	Terminology
	Description

	Online training
	An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in (near) real-time
FFS: definition of, and the need of defining, real-time
FFS: whether the constraint of “performed in the same node as model inference” can be removed from the definition.
FFS: potential relaxation in “newly-collected data”



The issue here is whether the clauses in the above 3 FFSs are needed or not. As an example, the time scale the training dataset gets stale is dependent on the considered use case. Hence, it is not practical to define ‘real time’ with respect to an absolute time value without being specific to a certain use case. Regarding the second FFS point, it is not clear why this constraint is needed. In particular, there could be a case wherein the training dataset stays ‘fresh’ (does not get stale) for a considerable time duration. If a model is trained in one node and transferred to another node before the dataset gets stale, this process may fall under the practical meaning of online training, i.e., model training with ‘fresh’ dataset. Another consideration is online training via federated learning. Herein, a model could be trained in a distributed manner and aggregated for inference. If such federated learning is applied for updating a model via newly collected data, it can be considered as online training. 
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(a)  Alterative   1                                                             (b) Alternative 2
Fig. 1 Two alternative considerations for definition of online training 


In Fig. 1 (a) and (b), two exemplary definitions of online training with different levels of constraints (scopes of definition) are depicted. In Fig. 1(a), an online training is defined as a training process for an already deployed model. Such a definition is more aligned with the definition of “online learning” in the machine learning society.  In Fig. 1 (a), the training can be considered to be based on sequential input of training data as opposed to accumulated and possibly batched data samples. One advantage of such definition is to put a clear cut between what is defined as online training and offline training. However, this definition can be considered too restrictive and may exclude aspects which practically fall under online training. On the other hand, the definition as depicted by Fig. 1 (b), focuses on the time difference between the model training and deployment (inference) to ensure that the model is trained with ‘fresh’ data. Of course, this maximum allowable time difference   could vary depending on the use case. 

Another contentious aspect was the definition of ‘(near) real time’ in the definition of online training. In our view, it is not productive to spend time and effort for rigorously defining such a term as the definition is subjective and may vary depending on the use cases. It is rather beneficial to consider the practical meaning of the definition. In this respect, real time training can be viewed as a training process with a training dataset which has the same statistical properties as the input data for inference under model deployment. 

An additional consideration is that the node wherein the online training and model update take place. In general, the computational demand of online training when it is undertaken at the UE or a network node is different. In this respect, it is beneficial classifying it to ‘on-device online training’ and ‘network-side online training’. 
                                              [image: ]

Proposal #1:  Define “real-time” training in the context of online training as a training of an AI/ML model with a training dataset which has the same statistical properties as the input data in model deployment (inference) with a use case-specific time gap between model training and inference. 
· Further classify online training as ‘on-device online training’ and ‘network-side online training’ depending on the location of the training.
             

2.2. AI/ML Model management
2.2.1 Discussion on Collaboration Levels, Impacts

In RAN1#109-e, the following network-UE collaboration levels were defined 

	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



In fact, other aspects could also be considered to further categorize the different collaboration levels. In our view, the main intention of defining such collaboration levels is to identify the different levels of specification impact. Moreover, a further detailed definition of collaboration levels would facilitate the discussion of the AI/ML model operations for different sub-use cases. In this respect, whether it is a one-sided model or a two-sided model would entail different levels of specification impact. In particular, different signalling and collaboration levels are required between one-sided and two-sided models for their life cycle management such as model activation/deactivation, model monitoring, and model update. In this regard, we propose further classification of collaboration levels with respect to one/two-sided models. 

Proposal #2:  Further define sub-levels for Level x and Level y for one-sided and two-sided models as
Level x: No collaboration
Level y-1: Signalling-based collaboration for one-sided model without model transfer
Level y-2: Signalling-based collaboration for two-sided model without model transfer
Level z-1: Signalling-based collaboration for one-sided model with model transfer
Level z-2: Signalling-based collaboration for two-sided model with model transfer


Furthermore, RAN1#109-e defined model transfer as follows

	Terminology
	Description

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network





Model transfer, especially from the network to the UE, has various advantages as the
· Network/gNB may be better positioned to provide model
· gNB has bird’s eye view of operations within its site
· training based on data from multiple UEs 
· more resources (dataset, computational) for model training
· site specific applications, e.g., beam prediction, positioning
· site specific optimization objective, e.g., MU-MIMO performance
· UE may be better suited to do inference for certain tasks
· UE has a better local view
· more inputs (measurements) can be leveraged, e.g., beam measurement
· some sub use cases work better with model exchange, e.g., CSI compression
However, the model transfer also introduces various challenges. In our view, various issues should be studied on the practicality/feasibility of AI/ML model transfer over the air interface including: 
-    Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving node specific optimization, compiling and testing?
       -     Proprietary issues: If AI/ML models are considered as proprietary assets, model transfer discloses them. 
       -    Model transfer format (MTF): does 3GPP need to agree on a common MTF so that a model exchanged between two nodes from different vendors compile and run? 
       -    Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Proposal #3: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-  Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving node specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
 -  Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Moreover, the model transfer can be categorized in to two categories based on the level of transfer and requirements as follows: 
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Cat2: Model transfer for an unknown model to the receiving node.

 The above two categories for model transfer may entail different levels of requirements. For example, if the model is partially known at the receiving node, e.g., only the weights of the neural network are needed to be updated by the network, with relatively less requirements on the node-specific optimization, compiling and testing at the receiving node. This may allow that the partially transferred model can be run immediately without additional effort while achieving the aforementioned advantages of model transfer. 

Proposal #4:  Further categorize model transfer based on the level and requirements of the transfer as 
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Cat2: Model transfer for a completely new model to the receiving node.

 2.2.2. Life cycle management (LCM)

The life cycle management (LCM) of a model includes model management operations for model development and deployment including at least model training, registration, activation, deployment and deactivation.  In our view, LCMs for one-sided and two-sided models entail different requirements and specification impact. In this regard, we present our views on LCM of one-sided and two-sided models, respectively. 
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                                                   Fig. 3 LCM for UE-side model 
                                        
A. LCM for One-sided (UE-side) Models
LCM of one-sided model poses different requirements for UE-side and network-side models. We focus our discussion on the LCM of UE-side model as it is of more interest than the network-side model. LCM for UE-side model may include the blocks as depicted in Fig. 3. For example, a model might be transferred via air-interface to the UE, if collaboration Level z-1 is considered. In another example, it can be UE's own model, which is not the one transferred from the network, if collaboration Level z-1 is considered. Even in such case, UE-side models may be registered to the network such that the network can be aware of the models available at the UE’s side. This would help the network to provide appropriate assistance information including model (de)activation, and switching. In some systems, a model might be updated or fine-tuned after being activated. A such online model update may also require assistance information from the network. An updated model can then be re-deployed and its inference output can be utilized by the UE to make decisions. The inference output can also be reported to the network depending on the use case or for the purpose of performance monitoring. Monitoring the performance of a UE-side model may also require some assistance information from the network.
	No.
	LCM function
	Signaling requirement for  one-sided model LCM
	Signaling requirement for two-sided model LCM

	1.
	Model registration
	Optional
	Compulsory

	2.
	Model (de)activation, switching
	Optional
	Compulsory

	3.
	Model monitoring
	Optional
	Compulsory

	4. 
	Model update
	Optional
	Compulsory


Table 1: Signalling requirement for LCM of one sided and two sided models.
B. LCM for Two-sided Models
LCM for a two-sided model has more stringent requirements as compared to one-sided models. As an example, activation, deactivation and switching of one part of the model in a transparent manner without informing the other side is not possible. Moreover, model monitoring at the UE with direct performance metrics based on the output of the model is not possible, if one part of the model, including model structure and inference output, at the network side is not accessible by the UE. In Table 1, we summarized LCM functions for two-sided models that require compulsory signalling between the UE and the network. On the other hand, for one-sided model, these LCM functions can be carried out in a specification transparent manner and the corresponding signalling is an optional engineering.  
[Proposal #5]: Study different levels of requirements involved with the life cycle management for one-sided and two-sided models, respectively. 




2.2.3. Two-sided Models Development 
Another discussion point is how to develop the two-sided models. In general, two-sided models can be developed either by a single vendor or by two or more vendors through collaboration. The followings are possible approaches of developing and deploying two-sided models. 

1. A two-sided model developed by the UE vendor and provided to the network 
2. A two-sided model developed by the network vendor and provided to the UE
3. A two-sided model developed via multi-vendor collaboration. 

In the above three approaches, the two-sided models can be either developed offline or online. Moreover, the model sharing/delivery in the above three approaches can be via model transfer over the air-interface or based on transparent methods to the physical layer, e.g., preinstalled models. Moreover, in RAN1#109-e, some companies raised concerns on the proprietary issue with the developed AI/ML models. This imposes further constraints on model sharing between UE and network vendors. 

	No.
	Two-sided model development
	 Model development
	Model delivery
	Can a model be proprietary  

	1.
	Developed by UE shared to the network
	 Offline or online 
	Transparent or model transfer
	No

	2.
	Developed by network shared to the UE
	 Offline or online 
	Transparent or model transfer
	No

	3.
	Developed via multi-vendor collaboration
	 Offline or online 
	Transparent or model transfer
	Possible 




However, online model development and update requires sharing extensive training dataset and other quantities such as backpropagation gradient values for training. 

One contentious issue in RAN1#109-e was how to develop (train) two-sided models without disclosing the models from each side. The solutions from companies can be loosely categorized into the following three categories:
1 Multi-vendor offline model development/training (without disclosing the models but through sharing training dataset and back propagation gradient values, etc.)
a. One-to-one (bilateral)
b. One-to-many (multilateral)
2 Preinstalled/shared reference models (ENC*-DEC*) and independent training at each side
3 Independent training based on a structured latent space 


The above approaches can be utilized for both offline and online model development, update or fine-tuning. As an example, in the first approach, two-vendors can collaborate for offline engineering outside the 3GPP’s framework (possibly on a private server). These vendors may share training dataset and backpropagation gradient values without disclosing their respective models. However, this method may still require two-vendors have the same structure of the model, and the input 
(the batch) of the training dataset also needs to be aligned. That is, the models from both sides need to be paired and based on the same baseline architecture, e.g., ResNet, DenseNet, etc., at the minimum to achieve expected performance. In this case, the model proprietary issue cannot be fully resolved. On the other hand, for online model development, update or fine-tuning, the backpropagation gradient values and the training dataset has to be shared online via either air-interface or in a transparent manner to the physical layer. However, such online update will be inefficient due to sharing large size training dataset and backpropagation values. 
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Fig. 4 Different approaches for two-side model development without disclosing models from each side
 
In the second approach, collaborating vendors may share reference models. As an example, for an auto-encoder based CSI compression, a UE and network vendors provide their reference decoder and encoder models, respectively. The reference models may not be considered as proprietary to the vendors, thus, can be shared with other vendors without concerns. Finally, the two vendors train their respective proprietary models with respect to the shared reference models (e.g., a UE vendor trains its proprietary encoder with respect to the shared reference decoder). The performance might be impacted by the reference models, which requires further investigation. In order for the two proprietary models from UE and network vendors to match, they might needs to be trained with the same dataset or, at least, a dataset with the same distribution. Moreover, if two proprietary models are well generalized across several different datasets (e.g., in case that the distributions of datasets are quite similar), they might be trained with the datasets with similar but not exactly identical distribution. For this purpose, the collaborating vendors have to share information (metadata) on the dataset or the training dataset between themselves. Otherwise, if different training datasets are used by different vendors, it might lead to performance degradation.  

Finally, a third approach can be considered in which vendors independently train their respective models by keeping some structure in the latent space. This approach can serve as a reference model development for the second approach. Such reference model development has advantage as it allows the number of models to be considered by the second approach to be independent to the number of collaborating vendors, solving the scalability issues.  However, the feasibility and performance of such model development is yet to be studied.  

For the above three approaches, the models are assumed to be pre-stored in the hardware. Without model transfer, it cannot be updated or fine-tuned for different scenarios. Therefore, the generalization performance needs to be carefully evaluated. 
	No.
	Two-sided model development approach
	 Model development
	Requirement for offline model development/ update
	Challenges 

	1.
	Multi-vendor collaboration via training dataset and back propagation sharing
	 Offline or online 
	· Training dataset 
· Backpropagation gradient values 
	· Scalability 
· Overhead for online development (dataset sharing and gradient values sharing)
· Not aligned with 3GPP’s philosophy of open development 

	2.
	Multi-vendor collaboration via reference model sharing. 
	 Offline or online 
	· Training dataset or metadata
· Reference models
	· Scalability 
· Overhead for online development (dataset sharing and reference model sharing)
· Not aligned with 3GPP’s philosophy of open development

	3.
	Independent training based on structured latent space 
	 Offline or online 
	Transparent or model transfer
	· Performance has not yet been verified. 
· Overhead to align dataset





Proposal #6: Deprioritize online model development requiring extensive training and testing dataset sharing in this study item.  
Proposal #7: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the development approaches adhere to 3GPP’s open and fair framework 





















































3 Evaluation methodology

3. 
4. 
3.1 General discussion on evaluation methodology
For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.


In accordance with the SID, the performance of use cases in the final representative set of use cases will be evaluated to highlight on performance benefits of AI/ML based algorithms. However, the selection of use cases in the representative set itself requires performance evaluation. In this regard, we consider a phased approach will be beneficial.
· Phase I - Evaluation on candidate sub use cases: In this phase, various AI/ML models could be considered for each candidate (sub) use cases to study the potential performance benefits and other aspects. This phase would also assist to determine the generality of a use case to be selected as a representative use-case. In this phase non-conventional and simpler KPIs can be considered. As an example, in AI-based CSI-feedback enhancement, normalized mean-squared error (NMSE) between AI/ML based compressed CSI (precoder), baseline Type-II CSI, and ideal CSI can be considered instead of the conventional KPIs such as user perceived throughput (UPT). Moreover, to simplify the evaluation, a simpler link-level simulations (LLS) can be considered for Phase I as opposed to the traditional system level simulation (SLS) which could be applied for Phase II. [As stated in the SID, at the end of Phase I, an agreed upon AI model(s) can be selected for calibration purpose.] 
· Phase II - Evaluation on final representative use cases: In this phase a comprehensive evaluation on the final representative set of use cases can be conducted. The evaluation is aimed at highlighting on the benefits of AI/ML based algorithms as compared to conventional schemes. The evaluation on this phase may follow conventional approach for EVMs in 3GPP with some extensions to better suitability for AI/ML based techniques. 
Proposal #8: In this SI, considered two phases for evaluation. Phase I for evaluation of the candidate sub-use cases and Phase II for evaluation of to-be-selected final representative use cases. 

Proposal #9: To allow the consideration of various sub-use cases and alternative AI/ML models in this SI, strive for simpler evaluation scenarios and performance metrics in Phase I- Evaluation of the candidate sub-use cases.


3.2. General discussion on KPIs
According to the SID [1], determination of KPIs and corresponding requirements for AI/ML operations is needed. Similar to EVMs, the KPIs for AI/ML based solutions may have both (sub) use case common and specific aspects. 

A starting point would be identifying the KPIs relevant for AI/ML based operations. To simplify the discussion on the determination of KPIs and their use in evaluating AI/ML based solutions, we propose to categorize KPIs into two categories
· Performance-related KPIs: These are KPIs that are directly related to the performance of an AI/ML based solutions for the considered use case. Taking the CSI feedback enhancement use case as example, this category may include direct performance indicators such as UPT, inference latency, and feedback overhead.  
· Capability/complexity-related KPIs: This is a category of KPIs that are related to AI/ML operation but does not directly relate to the performance of AI/ML algorithm. The KPIs in this category may rather indicate the required capability for UE to operate a given AI/ML model. An example of KPIs that may fall under this category includes computational complexity, overhead associated with AI/ML model life-cycle management, power consumption, memory storage and other associated hardware requirements (including for given processing delays). 

For capability-related KPIs, the following aspects needs to be studied. 
· Size of model (storage requirement)
Since UE or gNB need to store the AI model for inference and the required storage size for AI/ML models can vary significantly, the size of AI models need to be considered as one of the capability-related KPIs, at least for AI/ML at the UE side. Moreover, this may be one of KPIs if AI/ML models need to be exchanged between UE and gNB, depending on how to transfer the AI/ML models.  
· Inference/training complexity and latency 
Inference complexity and training complexity when applicable. Both AI model training and inference require computation. If online training is a part of the study, the training complexity needs to be considered. The number of FLOPs is widely used to evaluate the computational complexity of AI/ML inferencing. Besides, latency is another key metric for AI model evaluation since this has an impact to the system performance. Latency is related to the computational complexity of the UE. Moreover, different AI models may allow different levels of parallel operation resulting in different latency even if two models have the same size. Latency can be studied together with the inference / training complexity.
· Generalization 
Generalization is one of the main aspects to evaluate an AI model. The generalization performance of a model is a particularly useful metric if a single model is employed across multiple deployment scenarios, e.g., UMa, UMi, etc., or other varying scenarios such as UE speed, or even configuration, e.g., various antenna configurations. As an example, a degree of the performance degradation over the co-scenario performance (i.e., the performance when the distributions of training and inference datasets are the same) can be used. If the degree of the performance degradation is marginal, this implies that the trained AI model generalize well across different scenarios.
Proposal #10: Define “generalization” as follows: a model's ability to adapt properly to new, previously unseen data; this data can be drawn from either 1) the same distribution used to create the model or 2) a different distribution.
· Model management complexity
For some use cases, the model needs to be updated frequently, or multiple models are needed for different scenarios or for different UEs. The model management complexity needs to be considered in the evaluation together with specification impact or collaboration levels.   
Proposal #11: Consider capability related KPIs for AI models at least including: Size of model, generalization, inference complexity including latency, and model management complexity.  
Another issue regarding evaluation is whether models are needed to be disclosed for fair evaluation (fair comparison and reproducibility of results. If so what aspect of the model should be disclosed, e.g., only model architecture, or entire model parameters, etc. It our view, it is not efficient to disclose the entire model and its parameters. However, if companies disclose some higher level description of their models such as the type of model, number of layers etc., it would help to compare results and assist on drawing some conclusions.  One important observation is that the inference latency is related type of neural network due to different level of parallelization they allow. As an example, CNN and LSTM networks with a comparable number of parameters do not incur the same inference latency. 
Proposal #12: For evaluation purpose, companies should report their results with, at least, a higher level description of their AI/ML model. Higher level description includes 
· Types of neural network for AI/ML model, e.g., CNN, LSTM, etc.
· Number of layers



3.2.1 Generalization Performance 
In RAN1#109-e, the following approaches were highlighted as potential approaches towards generalization performance of AI/ML models. The following list up the respective potential issues for the approaches.

	No.
	Approach
	Potential issues

	1.
	Training with mixed dataset
	· Mixing scenarios/configs for training dataset generation is combinatorial and complex

	2.
	Switch through a family of AI/ML models for a single task
	· Requires scenario discovery or assistance information from gNB
· Overhead (storage, LCM) of keeping multiple models
· Scalability with respect to a new scenario/config

	3.
	Model update 
(transfer learning)
	· Partial (subset of layers) and full model update with site (scenario/config) related data
· Updating overhead
· How to update a two-sided model without model sharing?




[Proposal #12:] For the case when a single model has to be employed across multiple scenarios and/or configurations, RAN1 should study various approaches that would improve generalization performance and their specification impact. Approaches may include
· Training with mixed dataset
· Switching through a family of AI/ML models for a certain task
· Model update via transfer learning

4 Conclusion
Proposal #1:  Define “real-time” training in the context of online training as a training of an AI/ML model with a training dataset which has the same statistical properties as the input data in model deployment (inference) with a use case-specific time gap between model training and inference. 
· Further classify online training as ‘on-device online training’ and ‘network-side online training’ depending on the location of the training.
             
Proposal #2:  Further define sub-levels for Level x and Level y for one-sided and two-sided models as
Level x: No collaboration
Level y-1: Signalling-based collaboration for one-sided model without model transfer
Level y-2: Signalling-based collaboration for two-sided model without model transfer
Level z-1: Signalling-based collaboration for one-sided model with model transfer
Level z-2: Signalling-based collaboration for two-sided model with model transfer

Proposal #3: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-  Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving node specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
 -  Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Proposal #4:  Further categorize model transfer based on the level and requirements of the transfer as 
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Cat2: Model transfer for a completely new model to the receiving node.

Proposal #5: Study different levels of requirements involved with the life cycle management for one-sided and two-sided models, respectively. 
Proposal #6: Deprioritize online model development requiring extensive training and testing dataset sharing in this study item.  
Proposal #7: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the development approaches adhere to 3GPP’s open and fair framework 
Proposal #8: In this SI, considered two phases for evaluation. Phase I for evaluation of the candidate sub-use cases and Phase II for evaluation of to-be-selected final representative use cases. 

Proposal #9: To allow the consideration of various sub-use cases and alternative AI/ML models in this SI, strive for simpler evaluation scenarios and performance metrics in Phase I- Evaluation of the candidate sub-use cases.

Proposal #10: Define “generalization” as follows: a model's ability to adapt properly to new, previously unseen data; this data can be drawn from either 1) the same distribution used to create the model or 2) a different distribution.
Proposal #11: Consider capability related KPIs for AI models at least including: Size of model, generalization, inference complexity including latency, and model management complexity.  
Proposal #12: For evaluation purpose, companies should report their results with, at least, a higher level description of their AI/ML model. Higher level description includes 
· Types of neural network for AI/ML model, e.g., CNN, LSTM, etc.
· Number of layers

5 Reference
[1] RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, Qualcomm (Moderator)

[2] Chair's notes RAN1#109-e 
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