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Discussion
1      Introduction

In RAN#94e meeting, a new SID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved for Rel-18 [1] and revised in RAN#96 meeting [2]. According to the SID, some objectives regarding the potential specification impacts and sub use case should be studied.
	Refer to RP-221348
Use cases to focus on: 

· Initial set of use cases includes: 

· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]

· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98

· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

……
For the use cases under consideration:

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:

· PHY layer aspects, e.g., (RAN1)

· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
……


In this contribution, we mainly discuss the potential specification impact and the consideration of sub use cases for CSI feedback enhancement.
Sub use case
2.1 Spatial-frequency domain CSI compression
In massive MIMO FDD systems, as the antenna scale increases, the overhead of CSI feedback also increases. How to reduce the overhead of CSI feedback is a research focus and difficulty of large-scale antenna systems. The most commonly used method in the industry is to use the correlation characteristics of the channel in the spatial/frequency/angular domain. Such characteristics have been explored to compression so that downlink channel can be reconstructed at gNB with less feedback. For example, Rel-15 Type II and Rel-16 eType II codebook adopts some DFT vectors to compress the spatial and frequency domain information of channel by using the sparse and correlation characteristics in spatial-frequency domain. However, there is still performance gap compared with ideal precoder. In addition, the feedback overhead is still large, especially for high rank and larger bandwidth.
AI/ML which has strong data processing and inference capability and been applied to various industries. AI/ML model is trained based on dataset, which can learn the optimal transformation, make more efficient use of channel characteristics information, and achieve the same performance with less overhead. In addition, using AI model driven by wireless big data to extract the channel characteristics can also make the amount of CSI feedback no longer limited to precoding matrices, transmission layers, etc. For AI/ML based CSI compression, the dual-sided autoencoder-like architecture is more common and typical, where one encoder model deployed at UE and one decoder model deployed at gNB are jointly trained to compress and reconstruct CSI as presented in Figure 1.
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Fig. 1 General structure of auto-encoder/decoder based CSI feedback
Proposal 1: Study benefits of using AI/ML for CSI compression in spatial and frequency domain compression using Rel-16 eType II codebook as a baseline.
2.2 Temporal-spatial-frequency domain CSI compression
Besides spatial and frequency domain, there may be some correlations between channels over slots, which can be exploited to conduct further compression. Results from several companies at the last meeting, AI based CSI feedback compression in spatial-frequency domain can achieve higher performance compared with Rel-16 codebook baseline. Further it is unclear whether higher gain can be obtained for AI/ML CSI compression in temporal-spatial-frequency domain.
Proposal 2: Study benefits of using AI/ML for CSI compression in Temporal-spatial-frequency domain compression.
Proposal 3: Further discuss AI/ML for CSI compression in Temporal-spatial-frequency domain compression as a possible sub-use case for CSI feedback enhancement.
2.3 CSI prediction
Due to the relative movement of gNB and UE and the time-varying characteristics of the channel, the CSI obtained by channel estimation is often out of date, which seriously affects the performance of the massive MIMO system. AI/ML-based CSI prediction is a way to compensate the time difference between CSI measurement and CSI used for DL transmission. The theories behind CSI prediction and CSI compression in time domain are similar, both of them utilize the channel correlations in time domain. But different from the purpose of CSI compression in time domain which is to reduce the feedback overhead, CSI prediction is applied to predict a future channel with high accuracy. However, the performance gain of AI based CSI prediction may need FFS.
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Fig. 2 CSI prediction
Proposal 4: The performance gain of AI based CSI prediction may need FFS.
2      Potential specification impact
The impact of AI-based CSI feedback on standardization involves multiple aspect. 
Firstly, studies on model training related procedures and signaling may be needed. For AI-based compression of CSI feedback, the AI decoder on  gNB side and the AI encoder on UE side may need match to ensure performance. Therefore, the AI models deployed at the gNB and UE may need to be jointly trained to form a complete AI network. Due to the storage space and battery capacity of the UE are limited, it is more reasonable to train the AI model on the gNB side. The gNB can collect the data of multiple UEs. The channel information can be used to build a data set for trainning a big AI model or a set of AI models suitable for multiple UEs. A potential AI-based CSI compression feedback process is shown in Figure 3.
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Fig. 3 AI-based CSI feedback procedures
Secondly, to achieve matched AI/ML models deployed on both gNB and UE side via training, there may be two options based on AI/ML operation with model exchange and AI/ML operation without model exchange, respectively. For AI/ML operation with model exchange，jointly train the AI/ML model at one side and deliver the AI/ML model to the other side via air interface. In the previous meeting, there has been a lot of discussion, but it is just whether AI/ML model exchange is needed, so it is not clear what specific aspects need to be standardized. For AI/ML operation without model exchange, separate training at gNB and UE with gNB-UE interaction during training, UE and gNB may share some intermediate training information as training labels so that the other side can have the knowledge on the direction of training. However, the performance without model directly exchanges needs FFS to make sure it is feasible.
Observation 1: We need further clarification what aspects should be specified or studied for air-interface enhancement with model exchange. e.g, size and format of AI model information and transmission method, signaling design on exchanging AI/ML model parameters, and so on.
Proposal 5: Further evaluation the performance impact of air-interface enhancement without model exchange.
Thirdly, Since the bit size and format of the CSI feedback under AI-based CSI feedback compression may different from the current codebook-based CSI feedback in the 5G NR system, so a new CSI feedback method needs to be standardized.
Proposal 6: A new CSI feedback design needs to be standardized
3      Conclusions
In this contribution, we discuss the general aspects on CSI feedback enhancement based on AI/ML network model. Following observations and proposals are made:

Proposal 1: Study benefits of using AI/ML for CSI compression in spatial and frequency domain compression using Rel-16 eType II codebook as a baseline.
Proposal 2: Study benefits of using AI/ML for CSI compression in Temporal-spatial-frequency domain compression.
Proposal 3: Further discuss AI/ML for CSI compression in Temporal-spatial-frequency domain compression as a possible sub-use case for CSI feedback enhancement.
Proposal 4: The performance gain of AI based CSI prediction may need FFS.
Observation 1: We need further clarification what aspects should be specified or studied for air-interface enhancement with model exchange. e.g, size and format of AI model information and transmission method, signaling design on exchanging AI/ML model parameters, and so on.
Proposal 5: Further evaluation the performance impact of air-interface enhancement without model exchange.
Proposal 6: A new CSI feedback design needs to be standardized.
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