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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement

For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations

· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams

· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams

· FFS: details of BM-Case1 and BM-Case2

· FFS: other sub use cases

Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
Agreement

Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:

· The value of K is up to companies

Agreement 

Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 

· At least F = 1

· The other value(s) of F is up to companies

Agreement 

For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:

· Alt.1: AI/ML inference at NW side

· Alt.2: AI/ML inference at UE side

Agreement 

For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:

· Alt.1: AI/ML inference at NW side

· Alt.2: AI/ML inference at UE side
Conclusion: 

For the sub use case BM-Case1, consider the following alternatives for further study:

· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
o   FFS: QCL relation between beams in Set A and beams in Set B
o   FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.
Conclusion 

Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:

· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:

· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact
Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):

· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information

· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
In this contribution, we will provide some discussions on AI/ML for beam management.
2. Discussions 
Beam management involves time domain and spatial domain beam prediction at UE and/or gNB side. In principle, both time-domain prediction and spatial-domain prediction based on AI model can reduce measurement cost under certain accuracy constraint. With limited number of beams in the measurement set (Set B), the beam quality of whole set (Set a) could be predicted. According to the discussion at the last meeting, some agreements have been reached on the collaboration level in agenda 9.2.1. For AI/ML-based BM, it is also necessary to consider the combination of collaboration level and use case description.
According to the agreements of collaboration level, model transfer is recognized as the main factor. As for AI/ML-based BM, some further discussions based on model transfer is required. AI/ML inference at UE and NW side could be discussed separately.
Case 1: AI/ML inference at NW side

AI/ML model should be trained and deployed at NW side without model transfer in this case. UE could send some data or assistant information to gNB for AI/ML model training, inference or updating. This case belongs to collaboration level y.
Case 2: AI/ML inference at UE side

Both collaboration level y and collaboration level z solutions could work in this case. The basic solution is AI model trained at UE side without model transfer from gNB, which corresponds to collaboration level y. gNB could provide some assistant information for not only AI model training and updating but also model activation or deactivation. AI model could also be trained at gNB side and transferred to UE, which corresponds to collaboration level z. In general, gNB could have comprehensive data of its serving area for AI model training. AI model from gNB side has greater potential in performance than AI model trained at UE side.
Proposal 1: Sub use case descriptions of AI/ML-based BM could be further discussed combining with collaboration level.
The combination of time and spatial domain scheme has the potential of greater performance gain than purely time domain or spatial domain schemes. For AI/ML based BM in spatial domain, if the AI model output is set to a future time, it is equivalent to a joint design of both time and spatial domain scheme. However, comparing with purely spatial domain or time domain prediction, the input of AI model and dataset for training are different. For example, for time domain prediction, UE mobility relate information will play an important role, while for spatial domain prediction, the importance of UE mobility information is relatively limited. Besides, for different sub use case, the typical AI model is also different. In summary, the joint design of time and spatial domain prediction could be treated as two use cases and study separately.
Proposal 2: AI/ML-based time domain and spatial domain BM should be studied separately.
For spatial-domain beam predication at UE side, Set B should be a subset of Set A, where Set B is measurement set and Set A is full set for prediction. The selection of Set B could be randomly from Set A for generalization. With the increasing of element number in Set B, the accuracy of prediction results will increase. 
Proposal 3: For spatial-domain beam prediction at UE side, Set B should be a subset of Set A. Set B is randomly chosen as baseline. 

For spatial-domain beam prediction at gNB side, Set B setting can be more flexible. For example, Set B uses wide beam, while Set A uses finer narrow beam. Flexible beam deployment could be realized by using the flexible correspondence between Set B and Set A.
Proposal 4: For spatial-domain beam prediction at gNB side, the correspondence of Set B and Set A could be flexible.
For time-domain beam prediction, Set A and Set B can be considered the same. As mentioned in previous section, Set A could also be set as the full set predicted by Set B, so as to complete the prediction of all future spatial beams by partial beam measurement. However, this process could also be divided to two steps. The first step performs time-domain beam prediction for Set B and the second step finish spatial-domain beam prediction from Set B for full set.

Proposal 5: For time-domain beam prediction, Set A and Set B could be considered as the same. 

For different AI/ML-based BM schemes, the basic input of AI model is L1-RSRP. In addition to L1-RSRP, some other values should also be considered as the input of AI model, such as location information, the Tx/Rx beam pattern and beam ID. The difficulty and accuracy of obtaining other values should be considered. Many values are scenario related. For high-speed railway scenario, the terminal path and speed are relatively fixed and it is easy to obtain UE location and speed information. However, for some dense urban scenarios, UE will move without fixed routes and the accuracy of mobility related information is difficult to guarantee. Inaccurate information input will also affect the accuracy of prediction. DL Tx and/or Rx beam ID and L1-RSRP can be obtained at the same time. The accuracy of beam ID can be well guaranteed and it can be used as AI input.
Proposal 6: L1-RSRP and DL Tx and/or Rx beam ID could be considered as AI model input for both time domain and spatial domain beam prediction. 
3. Conclusion
In summary, the following proposals are provided:
Proposal 1: Sub use case descriptions of AI/ML-based BM could be further discussed combining with collaboration level.

Proposal 2: AI/ML-based time domain and spatial domain BM should be studied separately.
Proposal 3: For spatial-domain beam prediction at UE side, Set B should be a subset of Set A. Set B is randomly chosen as baseline. 

Proposal 4: For spatial-domain beam prediction at gNB side, the correspondence of Set B and Set A could be flexible.

Proposal 5: For time-domain beam prediction, Set A and Set B could be considered as the same. 

Proposal 6: L1-RSRP and DL Tx and/or Rx beam ID could be considered as AI model input for both time domain and spatial domain beam prediction. 
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