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1. Introduction

In last meeting, the basic simulation methodology framework has been agreed [1]. Some details are still open to discuss. In this contribution, we will provide some discussions on the details of evaluation on AI/ML for CSI feedback.
2. Discussions 
2.1 Evaluation methodology
CSI feedback information is from the channel estimation on CSI-RS. Modeling of realistic channel estimation is discussed and the following agreements are achieved. 
Agreement 

For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)

· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: the ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS: Whether ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation
There are also some discussions on the framework of realistic channel estimations [2].
Question 2.10-2: For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, for ‘Channel estimation’, do you think there is a need to align the error modeling method if realistic channel estimation is adopted?

•
Option 1: Generate the DL channel response matrix with an error, i.e., H’=H+E(SINR), where E(SINR) is the error matrix as a function of DL SINR, H’ is estimated channel matrix and H is the real channel matrix

· Option 2: Generate the DL channel response matrix based on realistic channel estimation algorithm 
· FFS: detailed channel estimation algorithm, e.g., LMMSE, LS, etc.

•
Option 3: No need to align the error modeling for realistic channel estimation

•
Option 4: Other
It is very difficult to model actual channel estimation in system level simulation. Especially, for the construction of datasets, the channel estimation results at symbol level need to be generated at link level simulation. Therefore, it is a good way to simulate the actual channel estimation results by a relatively simple and practical way. As for the actual channel estimation, if the traditional channel estimation method is used, the channel estimation result is highly correlated with the SINR. Option1 is a good way to simulate the actual channel estimation.
Proposal 1: Option 1 (i.e. generate the DL channel response matrix with an error) is used to simulate realistic channel estimation.
The performance of CSI feedback compression with ideal and realistic channel estimation should be further verified. Theoretically, better system performance can be achieved by using ideal channels as datasets for AI model training. However, it is difficult to obtain ideal channel information when dataset is constructed. Channel impulse response H is obtained based on channel estimation of CSI-RS. CSI feedback information is calculated from H. Traditional channel estimation algorithms include LMMSE, LS and so on. AI/ML based solutions could also be used to make channel estimation for CSI feedback. In order to explore the joint design of channel estimation and CSI feedback compression, the 3rd WAIC designs a new track: AI-based Joint Channel Estimation and Channel State Information Feedback [3]. 
Observation 1: AI-based joint channel estimation and CSI feedback could be considered for further study. 
2.2 KPIs
There are some discussions on intermediate KPIs in last meeting. The following agreements are achieved. 
Agreement

For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI

· For GCS/SGCS, 

· FFS: how to calculate GCS/SGCS for rank>1

· FFS: whether GCS or SGCS is adopted

· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.
Agreement

For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, companies to report the GCS/SGCS calculation/extension methods, including:
     Method 1: Average over all layers
o    Note: 
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 is the eigenvector of the target CSI at resource unit i and K is the rank. [image: image2.png]
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 output vector of the output CSI of resource unit i. [image: image4.png]
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 denotes the average operation over multiple samples.
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     Method 2: Weighted average over all layers
o    Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
     Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
       Other methods are not precluded
       FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).
In theory, SGCs / GCS and / or NMSE can be used as intermediate variables to evaluate AI models. If further selection is required, GCS / SGCs should be a better choice. For AI based CSI compression, the feedback object is eigenvectors. Eigenvectors mainly reflect the angle information of multiple antennas. GCS / SGCs is more sensitive to the difference between the estimated result and the target value, which is more suitable to be used as loss function in AI model training. SGCS is also selected as the loss function of three WAIC. The difference of GCS and SGCS as intermediate KPIs is trivial.
Proposal 2: Both GCS and SGCS could be chosen as intermediate KPIs.
When rank adaptive is adopted, there are several ways to train the AI model. One way is that different rank uses different AI models. Another way is that different rank uses a unified AI model. As for the first way, different AI models should be trained to ensure the accuracy of feedback under different rank. In different scenarios, the probability of occurrence of different rank is different due to the influence of specific channels. It is difficult to find a unified method for GCS/SGCS calculation with different weights for different rank. Especially, it is also not necessary to design a specific loss function with different weights for different rank during the training process. Therefore, it is better to calculate GCS / SGCs separately for each layer.
Proposal 3：GCS/SGCS is separately calculated for each layer.

3. Conclusion
In summary, the following observations and proposals are provided:
Observation 1: AI-based joint channel estimation and CSI feedback could be considered for further study. 

Proposal 1: Option 1 (i.e. generate the DL channel response matrix with an error) is used to simulate realistic channel estimation.

Proposal 2: Both GCS and SGCS could be chosen as intermediate KPIs.

Proposal 3：GCS/SGCS is separately calculated for each layer.
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