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Introduction
In RAN#94e Meeting [1], a new SID was approved for study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface[2]. In RAN1#109 e-Meeting[3], the following agreements achieved on evaluation on AI/ML for CSI feedback enhancement:
	Agreement
For the performance evaluation of the AI/ML based CSI feedback enhancement, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, for the calibration purpose on the dataset and/or AI/ML model over companies, consider to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point.
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)
· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: the ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS: Whether ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, companies can consider performing intermediate evaluation on AI/ML model performance to derive the intermediate KPI(s) (e.g., accuracy of AI/ML output CSI) for the purpose of AI/ML solution comparison.
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, Floating point operations (FLOPs) is adopted as part of the ‘Evaluation Metric’, and reported by companies.
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
· FFS: the format of the AI/ML parameters
Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following table is taken as a baseline of EVM
· Note: the following table captures the common parts of the R16 CSI enhancement EVM table and the R17 CSI enhancement EVM table, while the different parts are FFS.
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) is a baseline.
Other scenarios (e.g. UMi@4GHz 2GHz, Urban Macro) are not precluded.

	Frequency Range
	FR1 only, FFS 2GHz or 4GHz as a baseline

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
-          16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)
Other configuration is not precluded.

	BS Tx power
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz, 30kHz for 4GHz

	Simulation bandwidth
	FFS

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	FFS

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	FFS

	Traffic load (Resource utilization)
	FFS

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
FFS whether/what other indoor/outdoor distribution and/or UE speeds for outdoor UEs needed

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline
FFS ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	FFS


Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
· FFS: how to calculate GCS/SGCS for rank>1
· FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if LLS is preferred, the following table is taken as a baseline of EVM
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. 
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
· FFS: other parameters and values if needed
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g. LS or MMSE) as a baseline, FFS ideal channel estimation

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
· FFS: the input CSI is obtained from the channel with or without analog BF
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following parameters are taken into the baseline of EVM
· Note: The 2nd column applies if R16 TypeII codebook is selected as baseline, and the 3rd column applies if R17 TypeII codebook is selected as baseline.
· Additional assumptions from R17 TypeII EVM Same consideration with respect to utilizing angle-delay reciprocity should be considered taken for the AI/ML based CSI feedback and the baseline scheme if R17 TypeII codebook is selected as baseline
· FFS baseline for potential sub use cases involving CSI enhancement on time domain
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value (if R16 as baseline)
	Value (if R17 as baseline)

	Frequency Range
	FR1 only, 2GHz as baseline, optional for 4GHz.
	FR1 only, 2GHz with duplexing gap of 200MHz between DL and UL, optional for 4GHz

	Simulation bandwidth 
	10 MHz for 15kHz as a baseline, and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz.
	20 MHz for 15kHz as a baseline (optional for 10 MHz with 15KHz), and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz

	MIMO scheme
	SU/MU-MIMO with rank adaptation.
Companies are encouraged to report the SU/MU-MIMO with RU
	SU/MU-MIMO with rank adaptation. Companies are encouraged to report the SU/MU-MIMO with RU

	Traffic load (Resource utilization)
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.


Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Baseline for performance evaluation’ in the baseline of EVM is captured as follows
	Baseline for performance evaluation
	Companies need to report which option is used between
- Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
- Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.
- FFS: Whether Type I Codebook can be optionally considered at least for performance evaluation


Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, companies to report the GCS/SGCS calculation/extension methods, including:
· Method 1: Average over all layers
· Note:  is the eigenvector of the target CSI at resource unit i and K is the rank. is the  output vector of the output CSI of resource unit i.  is the total number of resource units.  denotes the average operation over multiple samples.

· Method 2: Weighted average over all layers
· Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
· Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
· Other methods are not precluded
· FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).


In this contribution, we present our views on evaluation methodology and initial evaluation results on AI/ML for CSI feedback enhancement.
Discussion
AI/ML related evaluation  
In last meeting, most of the parameters of evaluation assumption for performance has been agreed. While the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions and has not achieved consensus. It is better to align these parameters from calibration perspective. We present our views on related parameters for dataset construction, AI/ML metric and generalization verification in the following section.
Dataset construction 
For dataset construction, a common dataset of channel matrix (H) is preferred for calibration. A public dataset of channel matrix (H) is preferred, if public dataset is not available, it is okay to align the parameter assumptions of training set, validation set and test set respectively based on TR 38.901. 
AI metric 
In last meeting, different GCS/SGCS calculation methods were proposed for rank>1 cases as following:
· Method 1: average over all layers
· Method 2: weighted average all layers. Note: Companies to report the formula
· Method 3: separate value for each layer
Take rank=2 as example, the SGCS using method 2 can be calculated with the following formula. 


Wherein, is the largest eigenvalue while  is the second largest eigenvalue. 
We set rank=2 in the evaluation, two separate AI models are trained by layer 1 eigenvector and layer 2 eigenvector respectively. The structure of AI model used in the evaluation is as Figure 1 shows and the simulation assumption is listed is table 1 and table 2. 
The SGCS calculated by different methods are shown in Table 3 and as Table 3 shows, method 2 outperforms method 1 as layer 1 is given more weight than layer 2. Method 2 is slightly preferred if down selection is needed between method 1 and method 2. 
In last meeting, FLOPs and AI/ML memory storage are adopted as evaluation metric for AI/ML based CSI feedback enhancement. We calculated the FLOPs and memory storage in Table 4.
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Figure 1, The basic structure of Transformer model
Table 1, Simulation assumption for intermediate result calculation
	Parameter
	Value

	Scenario
	Uma

	Frequency Range
	2GHz

	Bandwidth
	10MHz

	Subcarrier spacing
	15KHz

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	AI content
	Eigenvector

	Bit number
	120

	AI model
	Transformer

	Channel estimation
	Ideal


Table 2, Parameter of AI model training
	AI training parameter 
	Value

	Quantization bits
	2 bits per vector

	Loss function
	GCS

	Learning rate
	0.001

	Optimizer
	Adam

	Epoch
	100

	Batchsize
	128

	Sample of training set
	1050000, Uma
5 drops*210 UEs *1000 samples per UE

	Sample of validation set
	47900, Uma

	Sample of test set
	42000, Uma


Table 3, SGCS calculation results by different methods
	Method 
	Method 1
SGCS
	Method 2
SGCS
	Method 3 SGCS

	
	
	
	1st layer SGCS
	2nd layer SGCS

	AI 120bit
	0.8339
	0.8507
	0.8804
	0.8036


Table 4, Complexity and memory storage of AI model
	FLOPs
	~0.5*

	Memory storage
	253.6 Mb


Generalization verification
AI model generalization was heated discussed in last meeting and different configurations/scenarios were proposed to verify the AI model generalization. 
We firstly conduct the evaluation for AI model generalization of rank=2 case.  Two different model training methods are considered, 
· Option 1: per-layer AI models which is two models trained by layer 1 eigenvector and layer 2 eigenvector respectively. The SGCS results is shown in Table 5.
· Option 2: per-rank AI model, which is a single AI model trained by both layer 1 and layer 2 eigenvectors. The SGCS results is shown in Table 6.
Table 5, SGCS results of per-layer model 
	Method 
	Method 3 SGCS

	
	1st layer SGCS
	2nd layer SGCS

	AI 120bit
	0.8804
	0.8036


Table 6, SGCS results of per-rank model 
	Method 
	Method 3 SGCS

	
	1st layer SGCS
	2nd layer SGCS

	AI 120bit
	0.8891
	0.7281


By comparing the SGCS results in Table 5 and Table 6, the per-rank model can achieve similar SGCS performance as per-layer model in 1st layer, while per-rank model has lower SGCS results than per-layer model in 2nd layer. 
We then conduct the evaluation for AI model generalization of difference antenna configurations. Two different antenna setup and port layouts at gNB are considered, and per-layer model are used, note that the per-layer model is trained for option 1 and option 2 separately. 
· Option 1: 32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ. The SGCS results is shown in Table 5.
· Option 2: 32 ports: (2,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ. The SGCS results is shown in Table 7.
Table 7, SGCS results of antenna config. (2,8,2,1,1,2,8)
	Method 
	Method 3 SGCS

	
	1st layer SGCS
	2nd layer SGCS

	AI 120bit
	0.91608
	0.84346


By comparing the SGCS results in Table 5 and Table 7, when the antenna configuration is without analog beamforming, the AI/ML technology can achieve higher SCGS. In our understanding, if the analog beamforming is not considered, the channel feature becomes simper and easier for AI model to ‘learn’. Besides the different antenna configuration and rank number, different bandwidth and different scenarios for the generalization verification is also necessary. 
Observation 1: SGCS calculation method 2 outperforms method 1 as layer 1 is given more weight than layer 2.
Observation 2: The per-rank model can achieve similar SGCS performance as per-layer model in 1st layer, while per-rank model has lower SGCS results than per-layer model in 2nd layer.
Observation 3: When the antenna configuration is without analog beamforming, the AI/ML based CSI feedback can achieve higher SCGS.
Proposal 1: Using common dataset of channel matrix (H) for calibration of AI/ML related evaluation 
Proposal 2: SGCS calculation Method 2 is slightly preferred between method 1 and method 2 as AI metric in case of rank>1.
Proposal 3: Consider the following configurations/scenarios for AI model generalization verification.
· Antenna configuration
· Rank number
· Bandwidth or RB number
· Scenarios such as Uma, UMi, mixed UMa and UMi
Performance evaluation assumption and results
In last meeting, whether ideal channel estimation is applied for dataset construction or performance evaluation/inference is still FFS. In our view, ideal channel estimation can be applied for dataset construction and taken into the EVM for the purpose of calibration and/or comparing intermediate results. For performance evaluation, ideal channel estimation can be optional adopted besides realistic channel estimation. 
For how to model the realistic channel estimation, we think both the AWGN based on predefined SNR and interference should be considered. Considering the noise is random generated, it is expected that UE can ‘learning’ the non-randomized channel feature. Therefore it is proposed that if the realistic channel estimation is used, ideal channel is still used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation. 
The traffic model assumption doesn’t impact the intermediate results and will impact the scheduling results and further impact the throughput results. Full buffer traffic model can further reduce the scheduling complexity and good for calibration. In that sense, it is proposed that full buffer is optional taken into the EVM for performance evaluation. 
For rank selection, it is not reasonable to fix the rank number in performance evaluation, suggest to use rank adaptation up to rank=2 as baseline.
Proposal 4: Ideal channel estimation is applied for dataset construction and intermediate KPI calculation and performance evaluation.
Proposal 5: For target CSI, using the ideal channel as target CSI for intermediate KPI calculation, and using ideal channel for loss function calculation in training period.
Proposal 6: full buffer is optional taken into the EVM for performance evaluation. 
Proposal 7: Rank adaptation is used for codebook-based performance and AI CSI performance comparison. Suggest rank adaptation up to rank=2 as baseline. 
We select Rel-16 TypeII codebook as baseline, and comparing the throughput results of AI CSI with Rel-16 Type II with rank adaptation. The simulation results and assumption are shown in Table 8 and Table 9 respectively. As Table 8 shows, the AI based CSI enhancement outperforms eType2 codebook in both SGCS and average SE. Setting ideal CSI based on SVD as the upper band, AI based CSI enhancement has about 5% performance loss while eType2 codebook has about 15% performance loss. Setting eType2 codebook as benchmark and AI based CSI enhancement shows 10% performance gain on average SE. 
Observation 4: AI based CSI enhancement shows 10% performance gain on average SE comparing with eType2 codebook.
Table 8, performance simulation results 
	Case
	SGCS
	Average SE(BS)

	Ideal
	1 (100%)
	5.052 (100%)

	AI per layer(120bit)
	0.8475 (-15%)
	4.802 (-5%)

	eType2 (Param4, 130bit)
	0.5689 (-44%)
	4.315 (-15%)


Table 9, performance simulation assumption
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	UMa

	Frequency Range
	2GHz

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	BS Tx power
	41 dBm for 10MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz

	Simulation bandwidth
	10 MHz 

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation.

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	full buffer 

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
FFS whether/what other indoor/outdoor distribution and/or UE speeds for outdoor UEs needed

	UE receiver
	MMSE-IRC as the baseline receiver

	Channel estimation         
	ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	Rel-16 Type II codebook



Conclusions
In this contribution, we present views on evaluation methodology, evaluation metrics and initial evaluation results on AI/ML for CSI feedback enhancement, we have the following observations and proposals:
Observation 1: SGCS calculation method 2 outperforms method 1 as layer 1 is given more weight than layer 2.
Observation 2: The per-rank model can achieve similar SGCS performance as per-layer model in 1st layer, while per-rank model has lower SGCS results than per-layer model in 2nd layer.
Observation 3: When the antenna configuration is without analog beamforming, the AI/ML based CSI feedback can achieve higher SCGS.
Observation 4: AI based CSI enhancement shows 10% performance gain on average SE comparing with eType2 codebook.
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Proposal 1: Using common dataset of channel matrix (H) for calibration of AI/ML related evaluation 
Proposal 2: SGCS calculation Method 2 is slightly preferred between method 1 and method 2 as AI metric in case of rank>1.
Proposal 3: Consider the following configurations/scenarios for AI model generalization verification.
· Antenna configuration
· Rank number
· Bandwidth or RB number
· Scenarios such as Uma, UMi, mixed UMa and UMi
Proposal 4: Ideal channel estimation is applied for dataset construction and intermediate KPI calculation and performance evaluation.
Proposal 5: For target CSI, using the ideal channel as target CSI for intermediate KPI calculation, and using ideal channel for loss function calculation in training period.
Proposal 6: full buffer is optional taken into the EVM for performance evaluation. 
Proposal 7: Rank adaptation is used for codebook-based performance and AI CSI performance comparison. Suggest rank adaptation up to rank=2 as baseline.
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