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1 Introduction
In RAN1 109e meeting, general aspects of AI/ML framework were discussed including the terminology definition, model generation, collaboration level, model life cycle management and common aspects of evaluation. During the meeting, a set of terminologies were defined and the following progress was achieved. 
	Agreement

Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 

Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models

Conclusion

As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation

Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion

· RAN1 discussion should focus on network-UE interaction.

· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

Agreement

Take the following network-UE collaboration levels as one aspect for defining collaboration levels

1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings

FFS: Clarification is needed for Level x-y boundary 




In this contribution, we will continue discussing the remaining issues and share our consideration 
2 Discussion
2.1 Common notation and terminology
During last meeting, a set of terminologies were defined to facilitate the discussion. While there are still a set of controversial terminologies need further discussion. Among them, the most controversial one is the definition of online training. During last meeting, we spend a lot of effort to give the exact definition of online training. In our understanding, one important reason is there is no very clear typical use cases for the online training. Thus, in our view, before we spend effort in defining what is online training, we need to identify the typical use case and decide whether it is really needed to be define and discussed in Release 18. 

Proposal 1: Identify the need to define the terminology of “online training” in Rel-18 by considering whether there is typical use cases for online training 
In the last meeting, the feature leader tried to provide the following definition for online training based on the views collected

	Online training
	An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in (near) real-time

FFS: definition of, and the need of defining, real-time

FFS: whether the constraint of “performed in the same node as model inference” can be removed from the definition.

FFS: potential relaxation in “newly-collected data”

	Offline training
	An AI/ML training process that is performed in a different node from model inference, based on collected data in non-real-time.

FFS: definition of, and the need of defining, non-real-time

FFS: whether the constraint of “performed in a different node from model inference” can be removed from the definition.


For online training, “real time” is one important feature different from offline training. While, it is difficult to define the “real time” exactly.  There is certain grey zone between “real time” and “non-real time”. And whether strict “real time” is necessary depends on the use case. For example, if online training is used to adapt to the high-seed scenario, then the model may be updated per sample of input data. While on the hand, if online training is used adapt to low speed or static scenario, then the model can be updated per mini-batch of input data. Thus, we don’t see strong need of defining “real time”. 
As for the input data, we think it should definitely be the fresh data. While, we don’t think it is necessary to define what kind of data is called fresh or newly collected data. Similar to the constraint of “real time”, it depends on the use case. 
In our view, the constraint of “performed in the same node as model inference” is not proper. Since the motivation behind this requirement is to guarantee that model used for interference is updated by the newly trained model in (near) real time manner. From this point, we think “model used for interference is updated by the newly trained model in (near) real time manner” should be captured rather than capturing “performed in the same node as model inference”. In the real deployment, for example, on the gNB side, it is possible that DU performs the inference operation and CU performs the training. CU and DU is connected via fiber or located in the same site. In this case, the requirement of updating the inference model based on the newly trained model in (near) real time manner could be satisfied as well.  
Proposal 2 : If the necessity of defining online training is identified, adopt the following definition for online training : 
· An AI/ML training is performed based on newly collected data in (near) real-time manner and the model used for inference is updated contiguously by the newly trained model in (near) real-time manner

2.2 Model generation
There are various kinds of training manners such as offline training with static data or online training with real-time data. For the three main use cases identified for Release 18 study, all of them can be achieved by offline training. In addition, we think offline training is easier to implement since provides engineers with more time to perfect the model before deployment. While for online training, it is harder to be implemented and controlled because the production model changes in real-time according to its data feed. In addition, the typical use cases and achieved performance gain is not clear yet. Thus, in release 18, we should prioritize the study of the offline training.

Proposal 3: Prioritize the study of offline training in Rel-18
2.3 Life cycle management  
· Model configuration, selection 
In the real deployment, different wireless scenarios may show quite different characteristics. Only supporting one AI model for all scenarios would be challenging. The first reason is that it is more difficult to achieve perfect inference performance since the AI model can’t extract the scenario-specific feature adequately. Thus, from the perspective application scenario, multiple AI models can be considered to fit different scenarios.  For example, for the AI-based positioning, separate AI model may be defined for IOO scenario and InF scenario.
The second reason is that in this case the size of AI model is usually huge and the processing is more complicated, which would bring implementation difficulty on the UE side. For UE supporting AI operation may have different levels of UE capability on the memory, processing or have different strategy on the power consumption. In this case, different AI model can be considered as well to fit different level of UE capability. 

Observation 1: For a specific function, defining multiple AI model is beneficial 
When multiple AI models are defined for one specific function, before the AI model deployment, procedure for the AI model selection is involved. In this procedure, certain new assistance information may be defined.  After the AI model deployment, with the change of scenario, the activated AI model may not be suitable, then procedure for the AI model switch and assistance signaling would be defined as well. 

Proposal 4: Study the specification impact to enable multiple AI models at least including the following aspects

· Procedure and Assistance signaling for the AI model selection

· Procedure and Assistance signaling for the AI model switch

· Model exchange 

The AI model can be trained on the network side, UE side or external server e and the AI inference node could be gNB or certain core network node or UE. When the training node and the inference node is different, model transfer would be involved. Currently, some discussion related to model transfer are under discussion in the project of Study on 5G System Support for AI/ML-based Services in SA, while this project mainly targets for the AI service and the AI model is transferred in the application layer. In our view,  this procedure can’t be reused directly in the wireless AI since it involves the model exchange among UE, gNB and certain core network node. 
Proposal 5: Study the procedure to enable model exchange among UE, gNB and certain core network node 
· Performance monitoring 

Performance monitoring is used to assess there is need to switch the operation mode or switch the AI models or update the AI models. Two aspects are involved in the performance monitoring. One aspect is when one AI model activated, then performance monitoring is carried out for the ongoing inference operation. Once there is performance degradation, this AI model will be deactivated or be replaced with another AI model. Another aspect is when the AI model is not activated, the processing is performed based on non-AI solution or performance with another AI model, then performance monitoring can be carried out on the AI model not activated to assess whether to activate this potential AI model. 

Proposal 6: study the performance monitoring from the following two aspects

· Monitor the performance of activated AI model to assess whether to deactivate this model 

· Monitor the possible performance of  AI model not activated to assess whether to activate the AI model. 

Generally, there are two options for the performance monitoring
· Option 1: direct performance monitoring by comparing the label and the inference output. For example, for the CSI compression. The UE or NW could compare the input of the encoder and the output of the decoder. Or for the spatial beam management UE use case, UE or network could compare the actual best beam and the inferenced best beam. 
· Option2: indirect performance monitoring by monitoring the metrics impacted by the output. For example, for the CSI use case or beam management use case, network could monitor the throughput performance. 
For these two options, option 1 can be applied to monitor the performance of both activated AI model and AI model not activated. But on the other hand, for option 1, it may be difficult for some use case to collect the label. For example, for the direct AI-based positioning, collecting the ideal coordinates would be difficult. As for option 2, it can be applied to the use case which is difficult to collect the lablels While, it can only reflect the performance of ongoing operation or ongoing AI model, it is difficult to reflect the potential performance of the deactivated AI models. Then in this case how to switch back to the AI operation or how to perform the AI model switch needs further investigation 
Proposal 7: Study the metrics for the performance monitoring 
Since the wireless channel changes very dynamically, inference performance may degrades sharply. When the performance monitoring node and the inference node is different, it is desirable to enable fast performance monitoring report. For example, for the CSI compression use case, if performance monitoring is on the UE side and UE detects the sharp performance degradation. Then UE should inform gNB of the status and request to fall back to the non-AI operation. To enable fast activation or deactivation, RACH based or PUCCH based solution can be considered. For example, dedicated PRACH resource can be defined for the fast performance monitoring. when UEs detect sharp performance degradation, UE could  use this dedicated PRACH resource to indicate the performance deterioration. 
Proposal 8: Study the mechanism to enable fast performance report

· Model update/ fine-tuning
To improve the inference accuracy, model fine-tuning/update can be considered by using scenario specific or UE specific or more fresh training data. The model fine tuning/update can be performed on the network side or UE side via offline or online training. The involved signalling and procedure should be studied as well 
2.4 Collaboration level 

During last meeting, the framework of collaboration level is agreed. The collaboration level is categorized from the dimension of signalling and model transfer. While there are still some unsolved issues. 
The first remaining issue is further clarification on each collaboration level. From our perspective, the following aspects should be clarified 
· If the signalling directly related to training or inference is the existing signalling, which collaboration level is categorized for this case.  For example, if the AI model is deployed on the LMF, and the input of the inference is the existing measurement metric. From our perspective, in this case, there is no additional standardization impact. We prefer to categorize this case to level x. 
· If there is exchange of intermediate parameters during training e.g., gradiate to train the model, which collaboration level is categorized for this case. E.g., the joint training of two-sided model. 
Proposal 9: Clarify the following aspect for the collaboration level framework
· For level y, the involved signalling is newly defined signalling 

· Exchange of intermediate parameters during training is categorized to level z   

Another remaining issue is whether to categorize the collaboration level from other aspects e.g., from the aspect of model updating or from the aspect of one sided model and two-sided model.  In our view, the model updating is kind of model retraining, no significant difference is observed between initial model training and model retraining. Hence, we don’t buy the motivation to further categorize the collaboration level from the perspective of model updating. As for from the perspective of one sided model or two sided model,  the dimension of model transfer could reflect the difference and we don’t see any difference in the standardization impact and system impact. 
In addition, we summarize the potential cases for the AI model training and inference in Table. 1 and map the corresponding collaboration level for each case. According to the summary, it is observed that the existing collaboration level could cover almost all cases. And finer collaboration level is not necessary. 

Proposal 10: Finer collaboration level is not necessary
Table 1 Collaboration level mapping for different cases 
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Inference@ UE  Inference@ N etwork  

@ Network   -   Model exchange   -   Potential signaling for  inference and model  management   e.g., UE - based positioning    (Level Z)  -   Potential assistance signaling    (Level X or Level Y)     e.g.,  Network - based positioning or  network  - based beam management  -   Model transfer to UE    -   Potential assistance signaling   （ Level Z ）     e.g., CSI compression and encoder  and decoder  are trained  by network  

@ UE or UE ’ s  external  server  -   Potential assistance  signaling    (Level X or Level Y)   e.g., UE - based  positioning,   the  model is deployed by UE vendor   -   Model transfer to Network   -   Potential assistance signaling    (Level Z)   This case is not a typical case     -   Model  transfer to Network   -   Potential assistance signaling    (Level Z)    e.g., CSI compression. UE s   train  the model and  transfer the decoder to network    

Trained jointly with UE and    N etwork    (w/o model exchange in the  air interface during training)   -   Potential assistance signaling    (level X or Level Y)    -   Potential assistance signaling    (level X or Level Y)    -   Potential assistance signaling    (level X or Level Y)   e.g., CSI compression, the enc oder is pre - deployed on the UE side and the decoder is pre - deployed on the gNB side   

Joint training with model  exchange   Level Z     

 


2.5 Common aspect of the KPI 
Regarding the AI model study, one objective is to characterize AI/ML algorithms and the associated complexity. In some other AI/ML application areas, such as image processing, smart home and automobile etc., MAC (Memory Access Cost) and FLOPs (Floating Point Operations) are two most significant characteristics to evaluate the complexity of AI algorithms. MAC is used to evaluate the memory required to store AI/ML models，which can be obtained by counting the total parameters of AI models. For example, for a CNN network, the number of convolution layers, the number of input/output channels and convolution kernels in each layer, the size of each convolution kernel and the number of bias parameter together determine the total parameters required by the network. FLOPs describes how many calculation operations required to perform one time of AI inference. Specifically, the computation of an AI model refers to the total number of multiplication and addition operations performed, and one multiplication operation or one addition operation just is one FLOPs. The total number of FLOPs is also related to the amount of parameters deployed in the AI network. As for the study of AI in RAN，we recommend adopting above two metrics to evaluate the AI algorithm’s complexity.

Besides, inference latency is also one important factor. It would affect the service experience quality. It is also affected by the declared computing capability of the platform, which is usually expressed as FLOPS (Floating Point Operations per Second).In addition, the computation capability may vary in different platforms, different UE types, or different AI chips. In general, the inference latency can be approximated as Delay = FLOPs of the AI model/ FLOPS of the inference platform. Of course, in the practical scenario, the above three parameters are not a simple linear relationship, and the inference latency may also be affected by specific internal structure of the AI model, hardware implementation, or software environment. However, since these effects is difficult to be expressed quantitatively, we recommend the above calculation formula for the latency calculation for simplicity.  

Proposal 11: Consider FLOPs and MAC as the baseline to evaluate the complexity of AI model 

Proposal 12: Consider FLOPs / FLOPS as the baseline to evaluate the latency of AI model

Besides the complexity, the power consumption is also one crucial metric, especially when the AI model is implemented on the device side. In addition, in the SID, it is stated that power consumption (including computational) associated with enabling respective AI/ML scheme should be considered. In some AI application areas, FLOPs/W or FLOPs/mW is declared as one power consumption parameter by the AI chipset. In this case, the total power consumption can be obtained by the parameter of FLOPs and the parameter of  (FLOPs/mW). 

The power consumption comparison  can be carried out among different AI-based methods and also can be carried out between the AI-based solution and the traditional solution. 

For the power consumption of traditional method, currently 38.840 defines some evaluation methodology and power consumption model. However, it shall be note that some misalignment happens between the evaluation of AI-based method by using the above method and the evaluation of traditional method by using 38.840. Firstly, only the power for computation is calculated in AI-based method. While, the power consumption calculated based on 38.840 involves the power consumption in both baseband and RF. In addition, the obtained power consumption results by using in 38.840 is one relative value, while the power consumption results by using the above method for AI model is one absolute value. Thus, how to align the power consumption comparison between traditional method and the AI-based method should be further considered. 

Proposal 13: 

· Study how to perform the power consumption comparison among different AI –based methods
· Study how to perform the power consumption comparison between AI-based method and the traditional non-AI based method 
2.6 UE capability 
Different the traditional non-AI operation, additional hardware/software environment/ processing platform is required for the AI-related processing. For example, to enable the AI operation, the GPU hardware is beneficial is better to be implemented and the  software of AI processing platform e.g., tensorflow or pytorch should be installed.  In addition, to assist the AI operation, some other additional capabilities are required. For example, data collect/ pre-processing and performance monitoring. In summary, the following potential UE capability can be studied 
· Data collection/ pre-processing
· Model training

· Model fine-tuning

· Model inference

· Performance monitoring 

· Support of operation across different AI processing platform 
3 Conclusion
Proposal 1: Identify the need to define the terminology of “online training” in Rel-18  by considering whether there is typical use case for online training 
Proposal 2 : If the necessity of defining online training is identified, adopt the following definition for online training : 

· An AI/ML training is performed based on newly collected data in (near) real-time manner and the model used for inference is updated contiguously by the newly trained model in (near) real-time manner
Proposal 3: Prioritize the study of offline training in Rel-18
Observation 1: For a specific function, defining multiple AI model is beneficial 

Proposal 4: Study the specification impact to enable multiple AI models at least including the following aspects
· Procedure and Assistance signaling for the AI model selection

· Procedure and Assistance signaling for the AI model switch

Proposal 5: Study the procedure to enable model exchange among UE, gNB and certain core network node 
Proposal 6: study the performance monitoring from the following two aspects

· Monitor the performance of activated AI model to assess whether to deactivate this model 

· Monitor the possible performance of  AI model not activated to assess whether to activate the AI model. 

Proposal 7: Study the metrics for the performance monitoring 

Proposal 8: Study the mechanism to enable fast performance report

Proposal 9: Clarify the following aspect for the collaboration level framework

· For level y, the involved signalling is newly defined signalling 

· Exchange of intermediate parameters during training is categorized to level z   

Proposal 10: Finer collaboration level is not necessary
Proposal 11: Consider FLOPs and MAC as the baseline to evaluate the complexity of AI model 

Proposal 12: Consider FLOPs / FLOPS as the baseline to evaluate the latency of AI model

Proposal 13: 

· Study how to perform the power consumption comparison among different AI –based methods
· Study how to perform the power consumption comparison between AI-based method and the traditional non-AI based method 
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