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Introduction
During the last meeting, RAN1 has agreed that for AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations [1].
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range


In this contribution, we will discuss some details on the sub use cases and potential specification impact on AI/ML for beam management.

Discussion
Remaining issues on sub use cases
Regarding AI/ML inference for sub use case BM-Case1 and B-Case2, it was agreed to further study AI/ML inference at both NE side and UE side. The corresponding agreements can be found below, 
	Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side


On the other hand, it has not been decided which side can be considered for AI/ML training. In our views, the same principle as for traditional beam management should be kept that the beam construction of NW is agnostic to UE while the beam construction of UE is also agnostic to NW. In practice, different gNB may have different antenna array structures. The correlation information between the beams can be different for each gNB. Therefore, AI/ML model used by different gNBs may be different, which means each gNB should train its own AI/ML model separately. 
Besides, the antenna array structures for different UEs could be different as well. In order to support a simple AL/ML model, it may be necessary to assume that only the UE that equipped with specific antenna array structure(s) can support AI/ML based BM.
Proposal 1: For both sub use cases BM-Case1 and BM-Case2, support AI/ML training at NW side.
For BM-Case1, two beam sets are defined for DL beam prediction and DL beam measurement respectively. The relationship between Set A and Set B can be further studied based on the following conclusion. 
	Conclusion
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
· FFS: the number of beams in Set A and B
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: the number of beams in Set A and B
· FFS: QCL relation between beams in Set A and beams in Set B
· FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.


For Alt.1, Set B is a subset of Set A. There’s an FFS on how to determine Set B out of the beams in Set A. First of all, it should be discussed based on which side the AI/ML inference is conducted. If AI/ML inference is at NW side, the NW can select K beams out of Set A that have the best inference performance for the specific scenario. Thus, the beam pattern should be based on NW implementation. Besides, if AI/ML inference is at UE side, a fixed beam pattern allows UE to implement a simple AI model. Also a fixed beam pattern is beneficial to achieve better inference performance.
Proposal 2: For Alt.1 of sub use cases BM-Case1, 
· If AI/ML inference is at NW side, beams in Set B can be determined by NW implementation.
· If AI/ML inference is at UE side, beams in Set B can be determined with a fix pattern.
For BM-Case2, the same two beam sets are defined as for BM-Case1. However, three different relationships between Set A and Set B have been defined as below for further study.
	Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact


In Alt.1 and Alt.2, Set A and Set B are different, which means the AI/ML model is used to predict the beam in both temporal domain and spatial domain. While in Alt.3, Set A and Set B are the same, and only temporal domain prediction is conducted. In our views, if temporal domain prediction and spatial domain prediction are conducted together, it will be difficult to analysis which part of the performance loss is cause by temporal domain prediction. Therefore, we suggest to evaluate and further study Alt3 as high priority.
Proposal 3: For sub use cases BM-Case2, evaluate and further study Alt3 as high priority.

Potential specification impact
Regarding BM-Case1 and BM-Case2, based on the discussion in section 2.1, AI/ML training should be conducted at gNB side. Since gNB has absolute control of when and which beams should be measured and reported, the dataset can be maintained by gNB. Besides, since the dataset doesn’t require to be updated frequently, offline training should be enough. 
Observation 1: Regarding AI/ML training for BM-Case1 and BM-Case2, offline training should be enough.
With the assumption that AI/ML training and inference are both conducted by gNB, AI/ML related operation can be achieved by gNB implementation. Regarding beam measurement and reporting, the current CSI feedback procedure can be considered as starting point. UE can be configured with one or more resources for measurement in a resource setting. The 1/2-port CSI-RS resource and SSB can also be reused. Regarding beam reporting, UE is required to report the L1-RSRP (as well as the corresponding resource index) based on gNB configuration.
If AI/ML training is conducted by gNB while inference is conducted by UE, there are some potential specification impacts. The first potential enhancement is to support AI/ML model transfer from gNB to UE by higher layer signaling. Also, regarding beam reporting, different from the current reporting rule, the reporting quantity should be revised to allow UE reporting an index of a beam/resource that was not directly measured. 
Observation 2: For beam measurement and reporting, current CSI framework can be considered as starting point.
· If AI/ML inference is at NW side, no specification impact is identified
· If AI/ML inference is at UE side, enhanced beam reporting needs further study
Observation 3: If AI/ML training is at NW side while AI/ML inference is at UE side, signaling related to AI/ML transfer should be defined.
From beam indication point of view, the Rel15/16/17 TCI framework can be considered as starting point. UE can be indicated with a TCI state that contains QCL source RS. Based on current specification, multiple DL/joint TCI states and/or UL TCI states can be configured by RRC, which are assumed to cover all possible beams of the serving cell. After RRC (re-)configuration, MAC CE is used to activate some of the TCI states, and DCI can further indicated a DL/joint TCI and/or UL TCI state. If AI/ML based beam prediction is enabled and AI/ML inference is at UE side, UE is able to determine the best Rx beam for each predicted beam. However, if AI/ML inference is at gNB side, when gNB activates one or more TCI states that are not reported by UE, the UE is required to determine the corresponding Rx beam. Therefore, how to determine the best Rx beam needs further study.
Observation 4: For beam indication, the Rel15/16/17 TCI framework can be considered as starting point.
· If AI/ML inference is at NW side, how to determine the best Rx beam needs further study
· If AI/ML inference is at UE side, no specification impact is identified 

Conclusion 
In this contribution, we provided our opinions on representative sub use cases and potential specification impact on AI/ML for beam management. The following proposals have been achieved:
Proposal 1: For both sub use cases BM-Case1 and BM-Case2, support AI/ML training at NW side.
Proposal 2: For Alt.1 of sub use cases BM-Case1, 
· If AI/ML inference is at NW side, beams in Set B can be determined by NW implementation.
· If AI/ML inference is at UE side, beams in Set B can be determined with a fix pattern.
Proposal 3: For sub use cases BM-Case2, evaluate and further study Alt3 as high priority.
Observation 1: Regarding AI/ML training for BM-Case1 and BM-Case2, offline training should be enough.
Observation 2: For beam measurement and reporting, current CSI framework can be considered as starting point.
· If AI/ML inference is at NW side, no specification impact is identified
· If AI/ML inference is at UE side, enhanced beam reporting needs further study
Observation 3: If AI/ML training is at NW side while AI/ML inference is at UE side, signaling related to AI/ML transfer should be defined.
Observation 4: For beam indication, the Rel15/16/17 TCI framework can be considered as starting point.
· If AI/ML inference is at NW side, how to determine the best Rx beam needs further study
· If AI/ML inference is at UE side, no specification impact is identified 
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