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1. Introduction 

The new study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [1]. One of the study objectives includes terminology and description to identify common and specific characteristics for the AI/ML framework investigations. In RAN #109 meeting, the following was agreed on the general aspects of AI/ML framework:
	Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
· Level x: No collaboration
· Level y: Signaling-based collaboration without model transfer
· Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary


In this contribution we discuss the terminology, general framework and evaluation methodology. 
2. General AI/ML Framework 
2.1 Common notation and terminology 
Based on our previous discussions form RAN 3GPP #109e, we propose the following terminologies and definitions: 
Proposal-1:
Online Training 
An AI/ML training process that is performed in (near) real-time and in the same node as model inference
Offline Training 
An AI/ML training process that maybe performed in non real-time or on a different node from model inference. Offline training is applicable for AI/ML models residing at the UE, network and two-sided models and has the least impact to specifications. 
Federated learning 
A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple model exchanges, but no exchange of local data samples. 

Proposal-2: Prioritize the study and evaluation of offline training for this TR

2.2 Functional framework
In terms of a functional framework for AI/ML we show below the framework from RAN3 TR37.817.




The operational mode for AI/ML can be categorized based on the side (NW or UE) at which the model inference is performed. They can be categorized as follows: 
· Single sided model at Network side
· Single sided model at UE side
· Two -sided model

In the following, we present different functional frameworks for the 3 different cases as shown above – these are derived from 37.817 with small modifications. 

2.3 Single sided model at Network 
Figure 1 shows a single sided AI/ML model where the model is trained and inferred at the NW side. In this case, the NW may require UE to assist in collecting and providing data for training and inference over the air-interface. 


Figure 1 Single sided model residing at Network
An example of this model could be MCS prediction where the scheduling unit acts as the actor and the action is targeting a UE (selecting a certain MCS). The feedback from the actor could be for instance, the quality of the prediction or the ACK/NACK resulting from the prediction. This model can be implemented for other AI/ML use cases e.g., CSI prediction,  beam management. 

2.4 Single sided model at UE
The below figure 2 shows a single sided AI/ML model where model training and inference occurs at the UE side.


Figure 2 Single sided model residing at the UE
In this case, some assistance information may be needed from the gNB to the UE and some capability information from UE to gNB. Overall, the specifications impact to the air-interface can be relatively small. This model can be relevant for UE side channel prediction as an example.

2.5 Two-sided model
Figure 3 shows a two-sided model where the data collection and model reside at the NW and model training is performed on the NW side. In this two-sided model, the model inference resides partly at the NW and partly at the UE side. The NW may need assistance from UE to collect data for training. In this case, a fully trained model could be delivered to the UE over the air interface (or other means). This model may have the most significant specification impact due to possibility of model exchange over the air interface. An example of this model is a CSI autoencoder where the encoder resides at the UE which compresses the CSI-RS based channel information and the decoder at the gNB that de-compresses the CSI. 


Figure 3 Two- sided model

Proposal-3: The following functional frameworks are proposed based on NW-UE interaction (block diagrams, not agreed last time)
· Single sided model at NW (identical to RAN3 with small air-interface impact)
· Single sided model at UE (identical to RAN3 with small air-interface impact)
· Two-sided model (more significant air-interface impact)
3. Collaboration levels
In this section we provide an enhancement to the agreed NW-UE collaboration levels. In addition to categorizing NW-UE collaboration levels based on model transfer, the levels can be sub categorized based on single-sided or two-sided model. 
The specification impact to having a single-sided model and two-sided model can be different. For instance, model monitoring, model deployment, model fine tune etc will be different for single sided vs. double sided model. 

Proposal-4: Consider the following network – UE collaboration levels as an enhancement to the agreed collaboration levels (split Level-1 and Level-2 of last agreement)
· Level 0: No collaboration
· Level 1A: Signalling-based collaboration for single-sided model without model transfer
· Level 1B: Signalling-based collaboration for two-sided model without model transfer
· Level 2a: Signalling-based collaboration for single-sided model with model transfer
· Level 2b: Signalling-based collaboration for two-sided model with model transfer
 
4. Model life cycle management 
The model life cycle management of a ML model can be broadly categorized into data preparation, model creation/generation and model deployment. The LCM of AI/ML models over air interface is required for sustainable functioning of the AI/ML model and preventing any long term performance degradation.



Figure 4 Example of ML model lifecycle
The ML model life cycle is a cyclical process as shown in figure 4. A fully trained model may also require continuous monitoring of performance. The model performance in real life scenarios can degrade due to new source of test data and the model then may require an update for which the process goes back to the first step of data collection making it a cyclical process. With air-interface between the NW and UE, ML model transfer/update over ai-interface may be warranted.
Some of the procedures involved in LCM are model configuration, model activation/deactivation, model monitoring, model download, model update. Model activation (on) and de activation (off) can be supported to enable the option of using non-AI/ML based (fallback) method.
Proposal-5: For model LCM, agree on the following aspects for study and specification impact.
1. Model configuration, activation, and deactivation
1. Model download
1. Model performance monitoring and related signalling support
1. Model selection and update
1. UE capability impact 

5. Specification Impact 
One-sided models:
For UE sided models, the inference is performed in the UE side and correspondingly with NW side models, the inference is performed at the NW. In such a case, there could be assistance information from UE and NW for NW sided model and UE sided model respectively. Potentially, there could be specification impact from UE capability, performance monitoring, activation, de-activation of one or more models.
Two-sided models:
In case of two-sided model, UE should be aware of the inference data and pre-processing information. For instance, in CSI autoencoder use case, the pre-processing of dataset may include SVD, extraction of the strongest eigen vector followed by transformation from space-frequency domain to angular-delay domain and normalization. 
Proposal-6: Study specification impacts associated with UE-side models,  network-side models and two-sided models e.g. UE capability, performance monitoring, activation, de-activation of one or more models. 

6. Evaluation Methodology
6.1 Dataset Sharing
For AI/ML modelling, datasets are the most important. A common dataset could be beneficial to better align across different company’s results.. However, generating this pool of data is not easy and therefore agreeing upon evaluation assumptions for dataset generation is another way to achieving common datasets. 
Observation: Consider the below options for achieving common dataset
1. Common dataset sharing company wise
1. Agreeing on evaluation assumptions to generate datasets

6.2 Model Generalization (robustness)
A model could be trained using data from a specific scenario and similarly testing and validation data could be from the same specific scenario. However, in the real world, the AI/ML model could receive a unseen test dataset leading to performance degradation.  To increase the robustness of the model, it may be beneficial to have a generalised AI/ML model which is trained on data sets from different deployment scenarios. 
6.3 KPI
KPIs for AI/ML can have some common and use case specific. As a starting point, we propose the following: 
Proposal-7: Consider the following list as common KPIs for evaluating performance benefits of AI/ML
1. Performance
· Standalone AI/ML test performance
· Link and system level performance
· Generalization performance
1. Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange
1. Inference complexity
· Computational complexity: FLOP
· Computational complexity for pre- and post-processing
· Memory usage: Mbit
· Model management complexity
1. Training complexity
· FLOP


7. Conclusion
In this contribution, we provided our views on the framework related to AI/ML, NW-UE collaboration levels and Evaluation Methodology. In summary, we have the following proposals:

Proposal-1:In terms of terminology we propose the following:
Online Training 
An AI/ML training process that is performed in (near) real-time and in the same node as model inference
Offline Training 
An AI/ML training process that maybe performed in non real-time or on a different node from model inference. Offline training is applicable for AI/ML models residing at the UE, network and two-sided models and has the least impact to specifications. 
Federated learning 
A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple model exchanges, but no exchange of local data samples. 

Proposal-2: Prioritize the study and evaluation of offline training for this TR

Proposal-3: The following functional frameworks (block diagrams) are proposed based on NW-UE interaction
· Single sided model at NW (identical to RAN3 with small air-interface impact)
· Single sided model at UE (identical to RAN3 with small air-interface impact)
· Two-sided model (more significant air-interface impact)

Proposal-4: Consider the following network – UE collaboration levels as an enhancement to the agreed collaboration levels (split Level-1 and Level-2 of last agreement)
1. Level 0: No collaboration
1. Level 1A: Signalling-based collaboration for single-sided model without model transfer
1. Level 1B: Signalling-based collaboration for two-sided model without model transfer
1. Level 2a: Signalling-based collaboration for single-sided model with model transfer
1. Level 2b: Signalling-based collaboration for two-sided model with model transfer

Proposal-5: For model LCM, agree on the following aspects for study and specification impact.
1. Model configuration, activation, and deactivation
1. Model download
1. Model performance monitoring and related signalling support
1. Model selection and update
1. UE capability impact

Proposal-6: Study specification impacts associated with UE-side models,  network-side models and two-sided models e.g. UE capability, performance monitoring, activation, de-activation of one or more models.

Proposal-7: Consider the following list as common KPIs for evaluating performance benefits of AI/ML
· Performance
· Standalone AI/ML test performance
· Link and system level performance
· Generalization performance
· Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange
· Inference complexity
· Computational complexity: FLOP
· Computational complexity for pre- and post-processing
· Memory usage: Mbit
· Model management complexity
· Training complexity
· FLOP
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