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Introduction
The Rel-18 study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface NR positioning evolution was agreed upon during the RAN#94-e [1] meeting, where one of the objectives included the discussion on an evaluation framework for the positioning use case. The following highlighted SID objectives were outlined to support the discussion:
	1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.



Furthermore, progress made during RAN1#109-e [2], regarding the simulation assumptions for the AI/ML positioning evaluation. This contribution provides a discussion into the some of the open issues relating to the evaluation scenarios and KPIs for enabling a common AI/ML positioning framework.
Dataset Construction and generation
During the RAN1#109-e [2] meeting, the following agreements were reached with respect to dataset aspects:
	Agreement
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.
Agreement
The dataset is generated by a system level simulator based on 3GPP simulation methodology.
Agreement
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.
Agreement
For evaluation of AI/ML based positioning, details of the training dataset generation are to be reported by proponent company. The report may include (in addition to other selected settings, if applicable):
· The size of training dataset, for example, the total number of UEs in the evaluation area for generating training dataset;
· The distribution of UE location for generating the training dataset may be one of the following:
· Option 1: grid distribution, i.e., one training data is collected at the center of one small square grid, where, for example, the width of the square grid can be 0.25/0.5/1.0 m.
· Option 2: uniform distribution, i.e., the UE location is randomly and uniformly distributed in the evaluation area. 


A key issue is the dataset construction and modelling of the measurements, which is highly dependent on the type of environment that is being modelled. Dataset constructed via simulated data should be able to provide the ground truth (or, the ground truth should easily be obtained from the simulated data) for training, validating and testing of an implemented AI/ML model. 
It has already been agreed that the training, validation, and inference of AI/ML models is to be based on a synthetic dataset based on the statistical channel models in TR38.901. Further discussion is also required as to whether the generated simulated data has to raw (unlabelled) or whether a labelling structure of the data needs to be defined. To some extent, the reported measurements in positioning encompass some basic form of labelling in terms of, e.g., timestamps, per path measurements, resources that were measured, quality metrics depending on if the measurements were timing-based, e.g., measurement uncertainties.
Proposal 1: RAN1 to further differentiate whether the evaluations employed data labelling, i.e.,  used unlabelled (for unsupervised learning) or labelled (supervised learning) simulation data. Alternatively, an indication on whether supervised or unsupervised learning approaches were employed could be beneficial for the performance study.
AI/ML Model KPIs
Positioning AI/ML Model Generalization
During the RAN1#109-e [2] meeting, the following agreements were reached with respect to AI/ML model generalization capabilities:
	Agreement
For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.
· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)


Many of the AI/ML based positioning systems are expected to be location or environment specific based on the data collected for training and thus the positioning performance may be limited to a certain scenario. In addition, generalization should also consider the movement of objects within a specific location or environment, which may be captured by the channel characteristics. The generalization capability of a positioning AI/ML model(s) should be evaluated by testing the performance of the simulated AI/ML model considering the following aspects:
· Different channel parameters of the indoor factory channel model, e.g., different clutter densities, different BS and UE heights
· Different UE speeds and rotations 
· Different PRS configurations, e.g., comb patterns, repetitions, number of samples
· Different Tx/Rx beam configurations e.g., beamwidths, QCL assumptions.
In addition, in the case of a strongly generalized AI/ML model, it is important that the test set include samples from a UE that is not present during the training time. The size of such generalized data samples for the test data set should also be carefully considered across a variety of configurations/scenarios.
Proposal 2: The evaluation methodology should be designed under a common generalizability framework, including how AI/ML models perform in different channel environments and configuration scenarios.
Positioning AI/ML Model Complexity 
The complexity of the AI/ML positioning techniques can especially impact the UE positioning performance in terms of power consumption. AI/ML models which perform well in positioning scenarios, but have high complexity may not be realistic from an implementation perspective for UE-based approaches. However, at the same time UE-assisted positioning approaches can leverage the computational ability of the LMF and therefore complexity constraint may be relaxed to some extent.
Observation 1: AI/ML models for positioning require a careful balance between performance and complexity depending on the type of positioning mode (UE-assisted or UE-based).
The following agreements were reached in RAN1#109-e [2], with respect to AI/ML model complexity aspects:
	Agreement
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.
FFS: the details of model complexity and computational complexity
Agreement
For evaluation of AI/ML based positioning, the computational complexity can be reported via the metric of floating point operations (FLOPs).
· Note: For AI/ML assisted methods, computational complexity for the AI/ML model is only one component of the overall complexity for estimating the UE’s location.
· Note: Other metrics to measure the computational complexity are not precluded.


Although FLOPs may be considered a meaningful metric of evaluating algorithmic complexity, the hardware and software platforms (e.g. libraries used) used to derive the FLOP count should also be considered in the evaluation as AI/ML algorithms with same flop count may potentially lead to different runtimes on different platforms and systems. 
The resources required to execute an AI/ML model should also be further considered in terms of execution time, memory, inputs and outputs as well hardware considerations. Therefore, each AI/ML model should be studied in an objective manner independent of the type of implementation, software platforms or hardware systems.
Further aspects of consideration for evaluating the AI/ML model complexity in the context of positioning include:
· Input size definition: Defined as the number of bits required to represent the input or features of an algorithm, e.g., training data set and largely depends on the type of data, which impacts the time complexity of an algorithm.
· Type of training including AI/ML in terms of online and offline training, typically offline training may require more time when compared to online training in an already deployed system
· Complexity type: AI/ML algorithmic complexity may be defined in terms of one the of the following types of complexity: worst-case, best-case, average-case and amortized complexity
A further consideration may be to characterize the AI/ML algorithm used for evaluation using the Big O notation, which is generally used to define the time/resources used to solve a computing problem including AI/ML algorithms. 
Proposal 3: In addition to FLOP counts, the evaluation should also consider the hardware and software platforms used to evaluate the positioning AI/ML algorithms, type of data being used as input, training type, e.g., offline vs online, complexity type, e.g., worst-case/average-case.
Positioning AI/ML Model Robustness and Adaptability
In the case of positioning, there are three choices in terms of AI/ML model deployment including the UE, gNB and LMF. These three nodes should also be well-coordinated in terms of the triggering, deployment and inference processing of the model.   
Due to dynamics and characteristics of the radio channel environment, it is inevitable that a set of collected data will be at some point be outdated due to the 1) UE mobility/rotation 2) channel characteristics (NLOS, multipath, small- and large-scale fading effects, etc.). Thus, there is a need for a model monitoring and model update component which may be used to update the AI/ML model depending on the real-time dynamics or conditions of the evaluated environment at different points in time. This can also be fed back into the training model component to re-train the AI/ML model with the updated data. Table 1 presents our view on the definition of AI/ML model Robustness and Adaptability.
[bookmark: _Ref110950424]Table 1: 
	Model Robustness
	· The robustness of AI/ML models via model inference monitoring and triggering model update should be considered. 
· Since AI/ML models are largely dependent on the type of data used to train the models, the robustness of such derived models needs to validated/tested using different types of “good” and “bad” data samples due to the dependency on the channel models and associated assumptions used to generate the simulated data.
· Further study robustness metrics

	Adaptability
	· Since radio channel and UE mobility are dynamic in nature, this may affect the overall performance of the trained models.
· Model update procedure and associated accuracy of the model when it is deployed in an environment other than the environment the training data is extracted from should be evaluated.
· This may depend on the chosen channel model and may affect aspects such as LOS/NLOS probability, multipath (reflectors and scatterers) and UE mobility assumptions at various locations.
· Further study adaptability metrics



Proposal 4: The positioning AI/ML model evaluation methodology should support scenarios evaluating a model's robustness and adaptability based on the dynamics and/or conditions of the environment via feedback. FFS definition of AI/ML model robustness and adaptability and associated metrics.
Conclusion
This discussion paper has noted the following observations with respect to the AI/ML positioning evaluations:
Observation 1: AI/ML models for positioning require a careful balance between performance and complexity depending on the type of positioning mode (UE-assisted or UE-based).
The discussion proposals are summarized as follows:
Proposal 1: RAN1 to further differentiate whether the evaluations employed data labelling, i.e., used unlabelled (for unsupervised learning) or labelled (supervised learning) simulation data. Alternatively, an indication on whether supervised or unsupervised learning approaches were employed could be beneficial for the performance study.
Proposal 2: The evaluation methodology should be designed under a common generalizability framework, including how AI/ML models perform in different channel environments and configuration scenarios.

Proposal 3: In addition to FLOP counts, the evaluation should also consider the hardware and software platforms used to evaluate the positioning AI/ML algorithms, type of data being used as input, training type, e.g., offline vs online, complexity type, e.g., worst-case/average-case.

Proposal 4: The positioning AI/ML model evaluation methodology should support scenarios evaluating a model's robustness and adaptability based on the dynamics and/or conditions of the environment via feedback. FFS definition of AI/ML model robustness and adaptability and associated metrics.
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