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Introduction
In RAN1#109-e [1], an agreement was reached corresponding to one use case of AI/ML for spatial-frequency domain CSI compression. In addition, it was concluded to further discuss a few other sub-use cases in the following meetings. Concretely, the following was agreed in RAN1#109-e.
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 
Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.




In this contribution document, we further discuss our views on the potential sub-use cases of AI/ML for CSI feedback in light of the agreement and conclusions reached in the previous meeting. Moreover, we discuss our views on key aspects of AI/ML-based CSI feedback in terms of the potential specification impact.
Scope of agenda item for further aspects of AI/ML for CSI feedback
Following RAN#94-e, it was decided by the RAN1 chairman to split the study on AI/ML for CSI feedback into two agendas: the first agenda item discussing the potential AI/ML model framework for CSI feedback, whereas the second agenda would focus on sub-use cases of AI/ML for CSI feedback, as well as the potential specification impact corresponding to these sub-use cases. While we agree with the decision to split the study to two agendas, we do not feel that the discussions in RAN1#109-e as well as the agreement made in agenda 9.2.2.2 is aligned with the scope of the agenda, since the agreement made was not limited to support a sub-use case of AI/ML for CSI feedback, and extended to specify one class of AI/ML models by limiting the agreement to two-sided AI models only. In our opinion, the focus of agenda 9.2.2.2 should be limited to sub use-case selection only, and the class of solutions, i.e., AI model details, should be left for discussion in agenda 9.2.2.1, to avoid having parallel discussions on the same issue across agendas which may lead to conflicting agreements/conclusions. Therefore, we respectfully request the chairman’s clarification on the scope of both agendas addressing AI/ML for CSI feedback at the beginning of RAN1#110 proceedings.
Agreements/Conclusions made in agenda 9.2.2.2 on further aspects of AI/ML for CSI feedback should focus on discussing the sub-use cases and corresponding specification impact. Details on the supported AI/ML model should be discussed in agenda 9.2.2.1 on evaluation of AI/ML for CSI feedback
Use Cases for AI/ML-based CSI feedback enhancements
As described in the Rel-18 SID for AI/ML [2], the potential objectives illustrated for CSI enhancements are overhead reduction, improved accuracy, and prediction. Further details of the potential sub-use cases were discussed in RAN1#109-e. In the sequel, we discuss the potential sub-use cases in light of the categorization in agreement and conclusion of RAN1#109-e, as follows
3.1 Spatial-frequency domain CSI compression
In RAN1#109-e, it was agreed to study spatial-frequency domain CSI compression using two-sided AI model as a potential sub-use case of AI/ML for CSI feedback. While we agree with studying the spatial-frequency domain CSI compression sub-use case, we believe the study should not be limited to two-sided AI models at this early stage of the discussion, especially that no sufficient simulation or analytical results are available yet to support such restriction. In our opinion, a new agreement is needed that is transparent with respect to the AI model detail. Details of the AI model, e.g., whether one-sided or two-sided model, should be deferred for discussion in agenda 9.2.2.1 
The study of spatial-frequency domain CSI compression using AI/ML should not be restricted by two-sided models in this stage. Decisions on the underlying AI model should be discussed in agenda 9.2.2.1 based on simulation and analytical results 
3.2 Temporal-spatial-frequency domain CSI compression
In RAN1#109-e, it was concluded to further study temporal-spatial-frequency domain CSI compression as a potential sub-use case of AI/ML for CSI feedback. Clearly, the problem of spatial-frequency domain CSI compression is a special case of the former problem, and since the study is at an early stage it is preferable to simplify the problem so as to enable better analysis of the results. Moreover, no legacy scheme for temporal-spatial-frequency compression is available in the NR standard, which would make it more challenging to evaluate the performance as well as determine whether achieved gains/losses can be tied to the underlying AI/ML framework that is supported. Therefore, our preference is not to study temporal-spatial-frequency domain CSI compression until the outcome of the study of spatial-frequency domain CSI compression is determined
The study of temporal-spatial-frequency domain CSI compression is deprioritized 
3.3 CSI accuracy improvement
Based on work in the previous NR releases to specify new PMI codebooks and CSI feedback parameters, the performance of different approaches has been assessed based on the tradeoff between throughput and CSI feedback overhead. Adopting such joint objective (Increasing throughput and reducing CSI feedback overhead) provides more insight compared with comparing the throughput and overhead of each scheme separately, since the throughput-overhead tradeoff curve reveals the throughput gain (loss) corresponding to adding (removing) CSI feedback bits corresponding to a given scheme. In light of that, we prefer to merge CSI feedback overhead reduction and CSI throughput enhancement into one sub use-case.   
CSI feedback overhead reduction and CSI accuracy improvement objectives are not to be treated in isolation, but into one sub use-case of CSI feedback enhancement   
3.4 CSI prediction
One sub use-case in which AI can be useful is in terms of CSI prediction, e.g., estimating a subset of CSI parameters corresponding to time slot t + t0, based on CSI measured at time slot t. Such use case would be beneficial for scenarios where UEs are moving with moderate/high speed, in which conventional CSI measurement/feedback approaches may be inefficient, e.g., in highways, high-speed trains. Note that PMI, RI, and CQI report quantities can be considered as candidates for CSI report quantities that can be predicted using AI. We would also like to note that an agenda item that aims at studying CSI reporting enhancements for moderate/high speeds is being discussed as part of the MIMO agenda for Rel. 18 [3]. In our opinion, this agenda item can be very helpful for the AI-based CSI prediction study, as multiple non-AI schemes are expected to be proposed and compared in the study phase of that agenda item, and hence can provide a good baseline for this use case. In light of that, our preference is to defer the discussion on this sub use-case to RAN1#110bis-e meeting, until more insight from the study phase of CSI enhancement for high-speed users is available. 
Defer the discussion on AI-based CSI prediction sub use-case to RAN1#110bis-e   
3.5 CSI-RS configuration and overhead reduction
One fundamental aspect of CSI reporting framework is the CSI resource configuration and transmission therein (as illustrated in Step 1). In RAN#94-e, no consensus was reached on supporting AI-based CSI-RS transmission enhancement to reduce CSI-RS transmission complexity/overhead and/or performance improvement. However, considering the CSI-RS overhead when comparing AI-based CSI frameworks is needed for a better characterization of the overall gain/cost of supporting a given AI model for CSI feedback. For instance, an AI model for CSI feedback that achieves a given throughput-overhead tradeoff point with a smaller frequency density and/or larger periodicity of the transmitted CSI-RSs should be favored over another AI model for CSI feedback that achieves a similar throughput-overhead tradeoff point with a larger frequency density and/or smaller periodicity. The means of introducing the CSI-RS overhead to the performance metric should be considered for further study. 
CSI-RS configuration enhancement is not considered for study of AI/ML for CSI framework   
3.6 Resource allocation and scheduling
We agree with the importance of utilizing CSI to improve resource allocation and scheduling decisions, however we believe this sub-use case can be categorized under CSI prediction, which would also infer some channel-related characteristics based on predicted CSI, e.g., predict CSI corresponding to multiple bands, and feeding back the index of the frequency band with the highest channel quality. To clarify, since the outcome of CSI prediction would typically correspond to CSI corresponding to multiple frequency indices in a future time, it can aid the resource allocation/scheduling process at the network by signaling a recommendation of the bands/subbands with the potentially highest average channel gain in a future time interval. The one additional step to be discussed under this sub-use case is whether/how to further reduce the CSI feedback overhead for resource allocation/scheduling indication. In light of that, our preference is to discuss this sub use-case after we have some clarity on CSI prediction sub-use case. We would also like to note that UE-assisted resource allocation was supported in LTE in the form of UE-based sub-band selection and was specified as one of the PUSCH CSI reporting modes for CQI and PMI Feedback (Mode 2-0) in Clause 7.2 of TS 36.213 [4]. We therefore have the following proposals
Resource allocation and scheduling sub-use case is discussed after the outline of CSI prediction sub-use case is finalized
Use LTE UE-based sub-band selection for CQI reporting as a starting point for the study of AI-based resource allocation and scheduling   
3.7 Joint CSI prediction and compression
We prefer evaluating CSI prediction and compression separately to avoid complicating evaluation and performance comparison. CSI prediction should be studied under a fixed spatial/frequency transformation approach, e.g., legacy spatial/frequency DFT-based transformation, whereas CSI spatial/frequency compression should be discussed for low Doppler scenarios, in which the channel is mostly invariant over the CSI measurement and reporting intervals. Otherwise, analyzing the performance can be very challenging, and the outcome of this study may cause conflict with the outcome of the study of each of CSI prediction study or CSI compression study, leading to ambiguity. Therefore, our preference is not to consider this study in Rel-18.
[bookmark: _Hlk100228640]Joint CSI prediction and compression is not considered    
Specification impact for AI-based CSI feedback enhancements
In this section, we discuss potential specification impact corresponding to AI/ML-based CSI feedback enhancement. Mainly, we discuss potential specification impact corresponding to training data collection signaling, AI-based CSI reporting configuration, and AI-based CSI feedback. Note that the specification impact would heavily depend on the network-UE collaboration level, as well as the sub-use case under study. Before we proceed, we assume a high-level categorization of gNB-UE collaboration levels and sub-levels as proposed in our contribution for general aspects of AI/ML framework [5], as follows. 
· Level x: No spec-based collaboration
· Level y: Signaling-based collaboration without AI model transfer
· Level y0: Signaling-based collaboration for data collection without model transfer
· Level y1: Signaling-based collaboration for model LCM without model transfer
· Level y2: Signaling-based collaboration for both model LCM and inference without model transfer
· Level z: Signaling-based collaboration with AI model transfer
· Level z1: Signaling-based collaboration for model LCM with model transfer
· Level z2: Signaling-based collaboration for both model LCM and inference with model transfer
4.1 AI model training node
In the sequel, we focus on AI-based CSI frameworks with centralized AI model training, i.e., the model training is performed at one node. In our understanding, different assumptions on the model training exist, including simulation-based model training, or real-time model training based on channel measurement/reporting over the air interface. In this section, we focus on real-time model training, since simulation-based model training can be largely handled with marginal specification impact and can be used during performance evaluation. In light of that, two alternatives are discussed/compared that differ in the node handling the AI-based model training, as follows
· The AI model is trained at the UE node. This alternative may appear reasonable since the UE would possess training data based on the received CSI-RS symbols for based on legacy channel measurement framework, which can be categorized as Level x collaboration given the categorization above. However, the memory and computational complexity requirements for this operation would be significant, since a new AI model should be re-trained whenever the environment changes, e.g., change of the UE location/orientation, LoS/NLoS, outdoor/indoor status
· The AI model is trained at the network. One advantage of this approach is that the network is expected to possess significantly more power and computational capabilities compared with a UE, and hence can manage training the AI model, as well as store large amounts of training data. Moreover, since most network nodes, e.g., gNB, are assumed to be fixed, the environment with respect to the network node is expected to be static (from a perspective of a network node with a fixed location, orientation and coverage area), and hence a similar AI model can be applicable to UEs within a specific region/area of the cell for a reasonable period of time. The one challenge with this approach is related to obtaining the training data at the network node, especially for FDD systems in which the UL/DL channel reciprocity may not hold. Note that under this setup, the overhead corresponding to feeding back the training data from the UE to the network should be considered as one of the metrics when assessing the efficiency of an AI/ML model, which can be regarded as Level y0 collaboration level. If the auto-encoder scheme without model transfer is used via the separate training at the UE node, the collaboration level for this scheme would correspond to collaboration Level y2 to support the training data transfer, model alignment and management. Moreover, if a model-transfer based approach is adopted for CSI feedback, the signaling overhead of the model should also be considered, which can be regarded as Level z2 collaboration level for this scheme.
Note that for AI-based auto-encoding/decoding schemes, although the auto-encoding and auto-decoding processes are pursued at different nodes, the AI model training is usually expected to be done centrally in either the network or UE, which communicates the auto-encoder (or auto-decoder) parameters to the other node. Hence, the categorization above for the AI model training node still applies
[bookmark: _Toc100923933][bookmark: _Toc100923999][bookmark: _Toc102128540][bookmark: _Toc102128587]Study the advantages/disadvantages of network-based AI model training vs. UE-based AI model training
One other issue to be discussed in case of network-based model training for FDD systems is the means of collecting the training data set in case of collaboration Level y0, especially if real-time data is needed. Currently, one straightforward approach to collect the CSI training data in an FDD system is via legacy CSI feedback. However, legacy CSI feedback is based on compressing the CSI to a transformed domain, i.e., the training dataset corresponds to compressed CSI, which would limit the performance of the AI model due to the distortion of the training dataset compared with raw CSI, i.e., CSI without transformed space/frequency/temporal dimensions. On the other hand, feeding back raw CSI requires significant overhead, which is also challenging. Given that, means of obtaining the training data (if needed) should be studied as part of this agenda
Study the means of feeding back the CSI training data from the UE to the network for FDD systems
4.2 CSI reporting configuration 
In NR, a UE configured with feeding back a CSI report to the network is expected to receive a CSI reporting configuration that identifies the CSI-RS resource(s) corresponding to channel/interference measurement, the report quantities that are expected to be measured by the UE based on the configured CSI-RS resource(s), the format(s)/codebook type corresponding to each of the configured reporting quantities, as well as the time-domain behavior of the CSI report(s) that are expected to be fed back by the UE. For AI/ML-based CSI reporting, enhancements to the CSI reporting configuration are needed for Level y and Level z collaboration levels. Examples of such enhancements are as follows,
· Whether a distinct reporting configuration is specified for AI/ML-based CSI feedback, e.g., AI-based CSI reporting configuration. This would depend on the collaboration level as well as the use case. For instance, the more explicit the network-UE collaboration is, e.g., Level y2 collaboration with two-sided AI model, the more likely that a standalone AI-based CSI reporting configuration for Level y1 for the model management is needed.
· Introducing CSI reporting configuration parameters corresponding to training data feedback by the UE (in case real training data feedback of the CSI is supported). Note that such data may not be equivalent to PMI reported via legacy codebook types, i.e., the network may configure the UE with feeding back the training data to the network in a format that is distinct from that of PMI, e.g., a new report quantity may be introduced for training data. This may be applicable under Level y0 collaboration.
· Introducing CSI reporting configuration parameters corresponding to AI model parameters in case of AI model transfer, e.g., details of the AI-based auto-encoder in case the model training is applied at the UE, parameters corresponding to an NN model, e.g., number of nodes, hidden layers, activation function, etc. This may be applicable under Level z2 collaboration.
· Introducing CSI reporting configuration parameters corresponding to performance metric measurement and feedback for AI model parameters, e.g., reporting CQI corresponding to CSI-RS resources that are beamformed via AI model at the network, compared with the CQI corresponding to CSI-RS resources that are non-beamformed, or beamformed via conventional/legacy approaches. This may be applicable under Level y and Level z collaboration levels
[bookmark: _Toc100923938][bookmark: _Toc100924004][bookmark: _Toc102128546][bookmark: _Toc102128593]Study CSI reporting configuration enhancement for AI-based CSI feedback under different network-UE collaboration levels 
4.3 CSI report
For potential scenarios in which the gNB and UE would share over-the-air information corresponding to AI/ML-based CSI feedback mechanism, the fields of a CSI report are expected to change compared with a conventional NR-based CSI report. Examples of such potential discrepancies are as follows,
· Whether feedback corresponding to AI-based CSI parameters would be classified as a CSI report, or a different report type, e.g., AI-based CSI report. The latter alternative may be considered in case a standalone AI-based CSI reporting configuration is specified, e.g., for Level y2/z2 collaboration assuming two-sided AI models
· Introducing a new codebook type corresponding to the AI-based CSI feedback report comprising PMI information, e.g., a Type-III codebook, to support an autoencoder scheme for Level y2 collaboration.
· For a case where the UE is configured to feed back real training data of the CSI to the network, whether a CSI report includes CSI parameters corresponding to both training data and legacy PMI information corresponding to Level y0 collaboration to support data collection.
· Introducing new CSI fields in the CSI report, as configured in the CSI reporting configuration, e.g., AI-based auto-encoder/NN parameters. This may be applicable to Level z collaboration scenarios
· Number of CSI report parts corresponding to AI-based CSI feedback, and the mapping order of CSI fields therein
· Signaling a computational complexity metric, e.g., number of CPUs, that quantifies measurements and/or computations corresponding to an AI-based CSI report, as well as the number of AI-based CSI reports that can be computed by the UE simultaneously across one (or all) CCs
· Signaling for sharing/acquiring information needed for the training phase, e.g., an indication of the measured CSI parameter values to enable training/updating the weights of CSI Auto-encoder.
[bookmark: _Toc100923939][bookmark: _Toc100924005][bookmark: _Toc102128547][bookmark: _Toc102128594]Study CSI reporting content enhancement for AI-based CSI feedback under different network-UE collaboration levels  
4.4 AI model sharing
One aspect that needs to be discussed for two-sided AI models is the means of AI model sharing. For instance, for autoencoder approaches, if the model is trained at the network side, the network needs to signal some model parameters from the network to the UE, so the UE can apply the CSI autoencoding part. Given that, means of signaling the model parameters for two-sided models should be further studied, either for Level y2 or Level z2 collaboration level without or with model partial transfer, respectively.
Study means of signaling the AI model parameters for two-sided AI models  
[bookmark: _Toc100923943]Conclusion
[bookmark: _Hlk100923477][bookmark: _Toc100924111][bookmark: _Toc100924138][bookmark: _Toc100924174]This contribution addressed AI/ML-based CSI feedback enhancements. We have the following proposals:
1. Agreements/Conclusions made in agenda 9.2.2.2 on further aspects of AI/ML for CSI feedback should focus on discussing the sub-use cases and corresponding specification impact. Details on the supported AI/ML model should be discussed in agenda 9.2.2.1 on evaluation of AI/ML for CSI feedback
1. The study of spatial-frequency domain CSI compression using AI/ML should not be restricted by two-sided models in this stage. Decisions on the underlying AI model should be discussed in agenda 9.2.2.1 based on simulation and analytical results
1. The study of temporal-spatial-frequency domain CSI compression is deprioritized
1. CSI feedback overhead reduction and CSI accuracy improvement objectives are not to be treated in isolation, but into one sub use-case of CSI feedback enhancement
1. Defer the discussion on AI-based CSI prediction sub use-case to RAN1#110bis-e
1. CSI-RS configuration enhancement is not considered for study of AI/ML for CSI framework
1. Resource allocation and scheduling sub-use case is discussed after the outline of CSI prediction sub-use case is finalized
1. Use LTE UE-based sub-band selection for CQI reporting as a starting point for the study of AI-based resource allocation and scheduling
1. Joint CSI prediction and compression is not considered
1. Study the advantages/disadvantages of network-based AI model training vs. UE-based AI model training
1. Study the means of feeding back the CSI training data from the UE to the network for FDD systems
1. Study CSI reporting configuration enhancement for AI-based CSI feedback under different network-UE collaboration levels
1. Study CSI reporting content enhancement for AI-based CSI feedback under different network-UE collaboration levels
1. Study means of signaling the AI model parameters for two-sided AI models
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